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You must be ready to burn

yourself in your own flame;

how could you rise anew if

you have not first become

ashes?

Nietzsche





ABSTRACT

An important amount of the world’s cultural and intellectual knowledge is being created on the web
everyday. However, the web has en ephemeral nature e.g. new information replaces older information
constantly without any notification, leaving a significant gap in our knowledge. That’s why archiving the
web has become a cultural necessity to preserve the knowledge for the next generations. However, the
success of any web archive will be measured by the means of access it provides; as it is the case today
on the real web. Our research is placed in the context of access to web archives and studies different re-
search problems related to this issue. These research problems are grouped into two main topics: Access

Methods and Optimization of Access. For access methods, we first propose a conceptual model, as well
as operators to manipulate them, as the basis of a query language for web archives to better satisfy user
information needs. Next, a new navigation method for web archives that takes the coherence of pages into
account is introduced. In the context of access optimization, we propose a change detection algorithm to
understand and to quantify what happened (and thus changed) between two versions of a web page. Then,
we study the behavior of different static index pruning methods with temporal queries before proposing a
new diversification-based static index pruning method and showing its application to temporal collections
and a substantial gain in performance.

Keywords: access to web archives, coherence navigation, web page change detection, diversifica-
tion, static index pruning

RÉSUMÉ

Le Web crée chaque jour une quantité importante de connaissances culturelles et intellectuelles. Ses
informations sont de nature éphémère car elles sont constamment remplacées, parfois sans aucune noti-
fication. C’est pour cette raison que l’archivage du web est devenue une nécessité culturelle afin de pré-
server la connaissance pour les prochaines générations. Son succès sera cependant mesuré par ses modes
d’accès, comme ceux fournis jusqu’ici par le web. Notre recherche situe dans le contexte de l’accès aux
archives web, et étudie les différents problèmes d’accès qui y sont liés. Ces problèmes sont groupés en
deux thèmes principaux : Méthodes d’accès et Optimisation des accès. Pour les méthodes d’accès, nous
proposons la base d’un langage de requête ayant par objectif de de mieux satisfaire les besoins d’infor-
mation des utilisateurs. Une nouvelle méthode de navigation est ensuite introduite, qui prend en compte
la cohérence des pages. Pour l’optimisation de l’accès, nous proposons un algorithme de détection de
changement pour comprendre et quantifier ce qui s’est passé (et a donc changé) entre deux versions d’une
même page Web. Nous étudions aussi le comportement des différentes méthodes d’élagage d’index sta-
tiques avec des requêtes temporelles. En outre, nous proposons une nouvelle méthode d’élagage index
statiques basée sur la diversification et nous montrons son application aux collections temporelles et un
gain supstanciel de performance par rapport aux autres approaches.

Mots clés : accès aux archives web , navigation coherence, détéction des changements sur les pages
web, diversification, élagage d’index statiques
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INTRODUCTION 1

The main focus of this PhD thesis is to study how to access web archives and optimize their

access. In this chapter, we describe our motivations and the research issues studied in this
thesis. At the end of the chapter, we present its overall organization.

1.1 Motivations

The web plays a crucial role in our information society by providing information for all types
of events, opinions, and developments within society. Today the web is a mirror of the popu-
lation that uses it. However, the web has a dynamic nature which means that pages, and often
whole sites, are continually evolving, i.e. pages are frequently changed or deleted. For instance,
[NCO04] measured that after one year 80% of the web pages are no more available.

As the web is the main source of information, archiving the web has become a cultural necessity
to preserve the knowledge for the next generations. Web archives which contain up to billions
of pages versions obtained by crawling, represent thus a huge information source, inherently
greater than the web itself.

This makes web archiving an active research area with numerous open issues like crawler op-
timization, storage models, etc. An overview of main issues is presented in different works
[Mas06, HY11, WNS+11]. Figure 1.1 provides a high level overview of the key issues in the
web archiving.

Selection issue is related to determine exactly what to collect. There are basically a few distinct
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1.1. Motivations

approaches to web archiving: bulk archiving, domain archiving and thematic archiving. An
example of bulk archiving is the approach of the Internet Archive, trying to archive as much
of the public web as possible. Some libraries like British National Library, French National
Library, focus on domain archiving partially a domain (in deed, the purpose is to archive the
entire domain) such as that of a particular country (e.g. .fr, .uk). Thematic or event-based
archives focus on specific topics as the United States National Elections, the Iraq War, and the
events of September 11.

Harvesting, also known as crawling, refers to automating the process of collecting web pages
by using crawlers. Crawlers use a seed list to start downloading web content, and follow the
hyperlinks to discover and download additional web content. In order to maintain the archive
up-to-date, crawler must revisit periodically the pages and update the archive with fresh version
snapshots. However, the crawler can not revisit a site and download a new version of a page
too frequently because it usually has limited resources (such as bandwidth, space storage, etc.)
with respect to the huge amount of pages to archive. In fact, it is impossible to maintain a
complete archive of the whole Web, or even a part of it, containing all the versions of all the
pages. Another problem in this field is that the web becomes more and more an application
and transaction platform, thus increasing the percentage of not publicly available documents (so
called deep web). Hence, it is also important that the harvesting technology follows the new web
technologies. Crawling is the most studied key issue in the literature.

Figure 1.1: Key issues in web archiving [HY11]

Storage refers to the process of retaining
archived websites on a storage medium se-
curely and reliably. Most common formats
are ARC and WARC1. Preservation consists
of the processes that ensure the continuous ac-
cessibility of web archives over time. Preser-
vation systems should be designed by taking
the threats like media, hardware and software
failures, component obsolescence etc. into
account [Gla07].

The success of the web however is based
largely on easy access to all kinds of re-
sources. Thus, we can assume that the suc-
cess of a web archive will be measured by the
access tools the archive provides. In this the-
sis, we address the major challenges related to the Access key issue. How to access to web
archives takes on different research questions in different domains (e.g. information retrieval,
question answering systems, data visualization, web mining etc.). We now present the overall

1ARC is a lossless data compression and archival format by System Enhancement Associates (SEA). The WARC
file format is a revision and generalization of the ARC format used by the Internet Archive http://archive.org to
store information blocks harvested by web crawlers.

2
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problems related to accessing web archives.

New access methods: The best known way of accessing web archives is the “Wayback Ma-
chine”. It is a collaborative project between Internet Archive (IA), the pioneer web archive
founded in 1996 as a non-profit company, and Alexa Internet. It was launched in the fall of
2001 and allows users to see captured versions of web pages over time. However, it requires the
users to know beforehand which URL to search. For a given URL, the results are displayed in a
timeline according to their crawled dates that the user can browse. The other methods currently
provided are well-known web access methods: full-text search and navigation within a requested
time range.

One of the current projects of the International Internet Preservation Consortium [IIP03], called
WERA, is an archive access solution for searching and navigating web archives. It allows a
full-text search besides wayback machine style search. These methods are powerful enough for
casual users, who search the web for general information and represent the largest proportion of
web users. However, according to the “Web Archiving User Survey” [RvB07a], the web archive
users profiles consist of historians, journalists, lawyers, students etc. more than casual users.
Furthermore, the main reason for using web archives is research activity: web archive users
need to analyze, compare and evaluate the information. In order to achieve this, web archive
systems must provide tools to execute complex queries.

User Interfaces (Visualization): Web search engines have been extremely successful in en-
abling users to easily formulate their search goals through an arbitrary list of words, and to
quickly receive ranked lists of links to relevant web pages. Unlike in the web, an URL is not
unique anymore in web archives. Different versions of the same page can be relevant for a query
and this can lead the first page of results containing redundant information. One of the solution
to this problem is to group the web objects with the same URL as proposed in [SJ09]. In web
archives, not only the pages content is evolving over time but also the linking structure. As the
pages are not crawled exactly at the same time on the real web, that leads the users to browse
from one page to another where both pages have never appeared at the same time on the real
web.

Different projects and national libraries investigate more sophisticated visualization of archived
data since a few years. UKWAC (British National Library Web Archives) has new features,
such as showing results as a thumbnail of snapshots, like 3D Wall or n-gram visualization which
visually enrich the users experiences. Recently, WebART (web archive retrieval tools)2 proposed
new interfaces that displays word frequency, co-word analysis.

Indexing: Web archives search systems need a good index design to support the temporal di-
mension of the data and queries. It entails issues related to the choice of data structures, as well
as building, maintaining and organization of these indexes. There is clearly a need for fast and
efficient access regarding to the growing size of archives: the web archives grow fast, e.g. the

2http://www.webarchiving.nl/
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web archives of Library of Congress grow at a rate of about 5 terabytes per month3 , the Finnish
web Archive for 148 millions of content objects (e.g. HTML pages, pdfs, images etc.), Canada
WA for 170 millions of content objects, Digital Heritage of Catalonia for 200 millions of con-
tent objects [GMC11]. This problem is studied in two different directions: updating indexing
schemes or index compression techniques. To update indexing scheme, some approaches change
the structure of inverted indexes by adding a temporal dimension, besides the one that propose
different partitioning methods. There are two basic category for index compression: lossy com-
pression that involves the removal of data (e.g. static index pruning) and loseless compression
that does not remove the data (e.g. 2-DIFF, n-s coding etc.)

Ranking: Given a query and a time constraint, the search systems for web archives should pro-
duce the ranked list within the specified time range. Ranking the results by time-aware relevance
for temporal queries is a well studied challenge in research community. Time constraints can
be provided by users or determined by the system. Which time to use for ranking is another
issue as pages can contain different time-stamp (HTTP-header, crawl date, last update, temporal
expressions in text etc.) or not at all. Determining the “exact” time-stamp of the page is another
challenge. Ranking methods should also take the effect of languages changing over time into
account.

Duplicate Detection: Duplicate versions of the same document are created when documents are
repeatedly harvested from selected web sites. This induces a waste of storage and it becomes
very tedious for those using a web archive if many copies of the same web document are pre-
sented in the user interface. Therefore the ability to define when a document has changed and
detect (near)duplicates are other challenges for web archiving.

In this section, we reviewed the main challenges related to accessing Web archives. There are
other challenges like temporal clustering, temporal summarization, recommender systems for
web archives. Accessing web archives is a vast and expanding discipline. Different challenges
and future research directions are underlined in recent works [Kan09, WNS+11, ASBYG11].
It is clear that there is a need for highly efficient and practical approaches to access to web
archives. The purpose of this thesis is to identify and study some of the related problems and
propose approaches as solutions to these problems. In the next section, the research problems
addressed in this thesis are presented in detail.

1.2 Research Questions

As mentioned in the previous section, the main question is how to access web archives and

how to optimize this access? The motivations show that the subject is vast and large, and our
research focused on the following topics: Querying, Navigation, Change Detection, Reducing

3http://www.loc.gov/webarchiving/faq.html
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access time.

Querying

The profile of web archives users differ from casual web users: they need to analyze, compare
and evaluate the information. Thus, for effective analysis and mining, a declarative query in-
terface that supports complex expressive queries is needed. These queries view a web archives
simultaneously as a temporal collection of text documents, as a navigable directed graph, and
as a set of metadata related to web pages (length, URL, title, etc.). Ranking and ordering rela-
tionships should also be defined over pages and links to filter out and retrieve only the “best”
query results by taking the temporal dimension into account. Thus, the first research question
we address is:

RQ1: What are the requirements, the data model and the operations to define a

query language for web archives?

Navigation

Navigation is one of the search methods used on the web. It consists of following hyperlinks
and browsing web pages starting from a source web page. On web archives, it requires that
every page be reconstructed. Each hyperlink in archived web pages are reconstructed to let
users to navigate like in real web. Consider a web page crawled at August 19th, 2009 containing
a hyperlink to “www.lip6.fr”. When a user starts to navigate from this version in web archive
and follows this hyperlink, she should not be redirected to the “www.lip6.fr” of today. That’s
why all web pages hyperlinks are modified in order to point to the corresponding versions in the
archive. The challenge starts here because web archives are not an exact copy of the web as it
was at any time - they are inherently incomplete. It means that it is not possible to “freeze” the
web while crawling to prevent the pages from changing, and at the same time it is not possible
to crawl all the web all the time. If the hyperlinks of the source page are not crawled at the same
time of the source page, to which version the user should be directed? Thus, the second research
question we address is:

RQ2: How to to optimize browsing to enable users to navigate through the most

coherent page versions at a given query time?

Change Detection

Capturing the changes between page versions is an important challenge in the web archiving
context. This topic relates several key issues presented in Section 1.1. An efficient change
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detection approach helps to optimize crawling by deciding if the page should be crawled or
not on the fly. For the “Access” issue, the evaluation of web pages can be presented visually by
showing the changes through versions. The complex queries can be run over delta files (files that
keep changes between versions) whenever possible instead of their original files. This optimizes
the execution time of the queries. Hence, the next research question we address is:

RQ3: How to know, understand and quantify what happened (and thus changed)

between two versions of web page?

In addition, detecting changes is also important for other issues. Different patterns can be defined
based on changes of pages and the crawler can be scheduled according to these patterns. For
example, if a page is usually updated at a given day of the week, then it is worth crawling it just
after this time point [SPG11]. However, crawling is an highly error-prone process. It may happen
that the essential data is missed by the crawler and thus not captured and preserved. To create
a high quality web archive, doing quality assurance is essential, for instance, by comparing
the live version of the page with the just crawled one. For the “Storage” key issue, a change
detection approach helps eliminating (near) duplicates offline to increase the search efficiency
by decreasing size of the archive. From the “Preservation” point of view, change detection is
necessary to ensure the quality of archives (e.g. after format migration like ARC to WARC), to
detect format obsolescence following to evolving technologies.

Reducing access time

A common way to access web archives is the use of temporal queries that combine standard
keyword queries with temporal constraints. The growing size of web archives require big disk
spaces, which in turn leads to big index files that do not fit into the memory. Consequently,
the search engine needs lots of disk-accesses, increasing query response time. Static Index

pruning methods reduce significantly index sizes without significantly changing the retrieval
performance by removing the postings that are less likely to alter the ranking of the top-k doc-
uments retrieved by query execution. It does not require any knowledge on queries as it is
applied offline. Different static index pruning methods are shown to be very successful (e.g.

[CCF+01, BC06, BB07]). However, none of the existing methods take the temporal dimension
into account and they are never tested against temporal queries. Thus, one research question that
we address is:

RQ4: How the existing static index pruning methods work in presence of temporal

queries?

Consider the query “France Presidential election”. It can be used to generate different temporal
queries by adding different temporal constraints to it (e.g. @2012, @2007 or @[2007-2012]).
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Pruned index should be able to provide results that satisfy different temporal information needs.
Ideally, the pruning method should keep the documents from different time periods, i.e. to
preserve the temporal diversity of postings while pruning. Here, we address our last research
question:

RQ5: How to prune indexes by taking the temporal diversification into account?

1.3 Contributions

Our contributions consist of both improvements on existing approaches and new approaches. In
this section, we give a summary of those contributions by indicating the corresponding research
question and the chapters where the details can be found.

Contribution 1 - Querying:

We propose a conceptual model, as well as operators to manipulate them, as the basis of a query
language for web archives. In our model, we take into account different topics in web pages
by using visual blocks as an unit of retrieval with corresponding importance. A block-based
approach is used for information retrieval on the web, however, as far as we know, it is never
used with temporal dimension. Navigation operators with temporal dimension let users execute
queries over web archives temporal hyperlink structure. The model and operators enriched with
the temporal dimension allow querying web archives powerfully. This contribution is a solution
to RQ1 and is studied in detail in Chapter 2.

Contribution 2 - Navigation:

By exploiting regular patterns, we propose a novel coherence-oriented browsing that improves
the quality of the navigation in web archives. It enables users to navigate through the most
coherent page versions at a given query time. This contribution is a solution to RQ2 and is
studied in detail in Chapter 3.

Contribution 3 - Change Detection:

We propose a new change detection algorithm that detects differences between two web pages
(or two versions of the same page) based on their visual representation. Preserving the visual
structure of web pages while detecting changes gives relevant information to understand modi-
fications which is useful for many applications dealing with web pages. It detects two types of
changes; structural and content changes. This contribution is a solution to RQ3 and is studied in
detail in Chapter 4.
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Contribution 4 - Static Index Pruning

We perform the first study on an empirical comparison of static index pruning methods for
temporal queries. In addition, we discuss the relation of results to temporal diversification by
doing statistical tests. This contribution is a solution to RQ4 and is studied in detail in Chapter
5.

Contribution 5 - Static Index Pruning We propose the first method for static index pruning that
takes the diversification of results into account. Then, we show how to use diversification based
static index pruning to ensure temporal diversity in temporal collections. This contribution is a
solution to RQ5 and is studied in details in Chapter 6.

1.4 Outline

This thesis contains two different parts. The first one presents access methods for web archives,
while the second presents optimization methods for accessing web archives. Each part contains
different chapters that correspond to different research questions.

In the first part, Chapter 2 presents the requirements for a query language to access to web
archives. It presents a data model, existing operators and new operators for this language. In
Chapter 3, the new navigation method is proposed for web archives by taking the coherence into
account.

In the second part, Chapter 4 presents a change detection algorithm and its different applications
in the context of web archiving. Chapter 5 presents the first study that compares behaviour of
four static index pruning methods with temporal queries. Chapter 6 introduces a new diversifi-
cation based static index methods and it shows its application to the temporal collections. We
conclude by describing future research directions.
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Part I

Access Methods to Web Archives

9





QUERY LANGUAGE

FOR WEB ARCHIVES

2

Web archive users differ from casual web users. Archive users need to analyze, evaluate and
compare the information, which in turn requires complex queries including temporal dimension.
These queries can not be performed with current access methods such as wayback machine,
full-text search and navigation. In this chapter, we address this requirement by proposing a data
model and a temporal query language for web archives, called WACQL.

2.1 Motivation

As web archives get larger and larger, sophisticated search functions become more important
for archive users. Unfortunately, this area has received relatively little attention until now within
the archiving community. For instance, the “Wayback Machine” [Tof07] which allows users to
see captured versions of web pages over time, is the best known access method to web archives.
The others methods currently provided are well-known web access methods: full-text search
and navigation within the requested time range. These methods are powerful enough for casual
web users, who search the web for general information without precise complex needs in mind.
However, according to the “Web Archiving User Survey” [RvB07b], the web archive users con-
sist of historians, journalists, lawyers, students etc. who have specific needs beyond these of
casual users: the main reason for using web archives is research activity. Web archive users
need to analyze, compare and evaluate the information. In order to achieve this, web archive
systems must provide tools to execute complex queries.
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To illustrate this issue, consider a researcher, Derin Deniz, has been assigned to carry out a
research on how international media covered the event “Gezi resistance in Istanbul” over last
three months. She has a list of web sites that she is interested in (e.g. www.cnn.com etc.).
For instance, at the very beginning of her research she would like to know the number per
week of different regions in web pages referring to the event. This kind of queries can not be
performed by wayback machine, full-text search or navigation methods but with an efficient
query language.

A number of possible user scenarios over web archives are listed and illustrated with technical
requirements in “Use cases for access to Internet Archives” [IIP06]. Like the above example, a
significant number of them requires complex query capability to be handled.

New approaches to explore web archives with complex queries are needed. An appropriate
query language, that enables temporal search besides content queries and structural queries (not
only for the hypertext structure, also for web page’s internal structure) is especially required for
formulating complex queries.

There are a number of query languages proposed for querying web data (e.g WebSQL, W3QL,
WebLog, WebOQL, etc.) but most of them are not suitable for web archives due to a lack of
temporal dimension and a lack of handling challenges related to web archives like temporal
coherence, incompleteness etc..

In our proposed language model, we use visual blocks, which are extracted from a page, as
unit of retrieval rather than a whole page. Each element of the model is timestamped with a
period called validity. Operators for data manipulation, navigation and ranking are proposed.
We want to underline the fact that in this chapter we clarify formally the requirements of a query
language for web archives (WACQL). We use existing operators (e.g. select) and propose new
ones specially adapted for searching web archives.

Contributions

The query language that we propose for web archives has the following features:

• It allows block-based temporal search

• It defines different types of operators (e.g. navigation, temporal etc.) that allows to build
complex queries adapted to Web archives.

Organization

The remainder of this chapter is organized as follows. In Section 2.2, we present the related
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works. In Section 2.3, we present the features of the query languages for web archives. In the
following section, the conceptual model is presented with related operators. Before the conclu-
sion in Section 2.5, different use cases are explored.

2.2 Related Works

Prior related works can be categorized into following topics: Existing methods to access web

archives, Web query languages and Block-based search. We new present each topic in detail.

2.2.1 Existing methods to access web archives

To explore web archives, traditional access methods, i.e. navigation and full-text search are
proposed by web archiving initiatives [IA96, Pan99, UKW96]. In the fall of 2001, the Internet
Archive (IA) [IA96] launched a collaborative project with Alexa Internet called the “Wayback
Machine” [Tof07]. It allows users to go back in time and view earlier versions of a web page for
a given URL and is used by most of web archive initiatives. The limitation of this method is the
necessity of knowing the exact URLs.

The increasing number of national web archives and diversity of existing works fostered the
creation of the International Internet Preservation Consortium (IIPC) in Paris at 2003 with 12
participating institutions. Its aim is to develop common standards, tools and techniques for web
archiving. One of the characteristics of IIPC is to develop open source applications like the
Heritrix crawler developed through a cooperation of NWA and IA.

WERA, one of the current projects of IIPC, is an archive access solution for searching and nav-
igating web archives. It allows a full-text search besides the wayback machine style search.
IA, NWA and IIPC collaborated in this project. WERA is based on the NWA toolset that
includes another project called NutchWAX full-text indexer, an extension of the open source
search engine Nutch1 for indexing and searching web archive collections. The Portuguese
Web archive, Minerva, BNF, INA adapted NutchWAX to enable full-text indexing and search
[IA96, Pan99, UKW96].

In this chapter, we propose a query language that goes beyond what has been proposed so far,
and enables experienced users to issue complex queries that one needs while doing research on
web archives. A side of the efforts, different projects and national libraries investigate different
ways to access web archives since a few years. For instance, the UK Web Archives [UKW96]

1Nutch is itself based on the Lucene project.
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proposes new features such as tools to navigate between different versions of a page easily,
showing results as thumbnails of snapshots like 3D Wall or n-gram visualization which visually
enriches the user experiences. Recently, WebART (Web Archive Retrieval Tools) 2 proposes
new interfaces that enables word frequency, co-word analysis. Even if they are of interest, we
did not focus on those visualization techniques in this thesis.

2.2.2 Block-Based Search

Multi-topics and noisy information on a web page affects the search performance. In recent
years, there has been an increasing interest in web based searching by taking these different
topics as units of retrieval and by eliminating noisy information like copyrights, navigation bars
[BFMS09, CYWM04, ZTY+05]. To achieve this, different page segmentation algorithms are
proposed [KDG+02, CYWM03a, CNDZ08]. They partition web pages into non-overlapping
hierarchical blocks where each block deals with a different kind of information or only contains
noisy information. As web archives are temporal collections of web pages, this block-based
approach needs to be extended with temporal dimension in order to be used in web archive
search.

Web page segmentation aims to detect automatically these different blocks. Using blocks in
web pages as an unit of information retrieval is an active search area. The vector space model
customized with importance and permeability (the indexing of neighbors blocks) is proposed in
[BFG+09] without temporal dimension. In [CHWM04], after segmenting each page into non
overlapping blocks, an importance value is assigned to each block which is used to weight the
links in the ranking computation. A block-based language model is proposed in [ZTY+05].

In this chapter, we use this idea of blocks to bring more expressivity to our query language. Our
approach is based on visual page segmentation of web pages [BSGP09] and uses an importance
model proposed in [Son04].

2.2.3 Web Based Query Languages

A number of SQL-like query languages for Web data have been developed in the past like
WebView[WO05],Whoweda[BMN03] WebSQL[MMM97], WebOQL[AM99], etc. They are
query languages that model the Web as a kind of relational table, allowing more sophisticated
queries and operations than the keyword-based query over the text of the document as search
engines provide. As mentioned above, all those languages are intended for online queries on
the web except Whoweda that stores extracted web information as web tables and provides web

2http://www.webarchiving.nl/
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operators to manipulate those tables. From the perspective of web archiving, the most important
drawback of those query languages is their lack of handling temporal dimension and the lack of
handling challenges related to web archives.

The most related work to our research is the WebBase project [RGM03] at Stanford University.
It is a web repository project that aims to manage large collections of web pages and to enable
web based search. A web warehouse is interpreted simultaneously as a document collection,
as a directed graph and as a set of relations. For web based search, a query language with the
notions of ranking, ordering and navigation is proposed. However, one copy of each page at a
time is archived, thus, no temporal dimension is provided in that project.

The key differences between WACQL and these query languages are: i) they are intended ei-
ther for on-line queries on the Web or for Web site management; and ii) they are not properly
designed to handle temporal dimension, iii) they do not consider different segments on a web
page.

2.2.4 Use Cases

To illustrate the need for complex queries, we present different use cases.

Use Case 1: A social researcher who studies how French media covered the event “earthquake
at Haiti in 2010” over last year wants to know the number per month of different regions in web
pages in domain .fr referring to earthquake.

Use Case 2: Government web sites outgoing links give an idea about the position of govern-
ments through social events. Consider a political scientist who want to examine these changes
between Bush federal government and Obama’s one. She would like to have two lists of out-
going links, one for removed links, one for inserted links. She wants to limit her research six
months before and after the election date November 4, 2008.

Use Case 3: Consider a country that has a law that restricts the web site for children to have an
access to harmful content in 5 clicks away. They have a black list of URLs that children should
not browse. For a web page designed for children, they would like to check if the web sites
owner has followed the law in the past six months.

Use Case 4: Consider a journalist who wants to determine the popularity of PhDComics amongst
people at University Pierre and Marie Curie from 2000 to 2010.
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In conclusion, full-text search and navigation are the only applied solutions to access to web
archives which are not appropriate for the cases presented in Section 2.2.4. Most of the web
query languages do not contain temporal dimension for querying historical data. Different se-
mantics (one for each block content) of a web page are not processed in search except recent
works like [BFMS09, CYWM04, CHWM04] which suffer from lack of temporal dimension to
be used for web archives. In our approach, we propose a data model which takes into account
different semantic regions of a web page with associated importance and temporal dimension.

2.3 Features of WACQL

The overarching design goal of our approach is to offer a query language for web archive users.
In this section, we describe the features of this query language and the rationale behind them.

Block-Based Search: Today, web pages may contain various blocks on it. A typical example
is the web pages of newspapers/TV channels like www.bbc.co.uk/news where multiple blocks
with unrelated topics are presented with different colors Figure 2.1. A web page with matched
terms in the same region is more relevant than a web page with matched terms distributed over
the entire page.

Figure 2.1: Various semantics in a web page

The blocks in a page have different importance as discussed in previous works [KDG+02,
CYWM03a]. Different importance weights are assigned to different regions inside a web page
according to their location, area size, content, etc. Using a web page as an unit of retrieval does
not take into account these different semantics and their importance. In our model, we add this
notion to enrich our data model and propose an operator called InBlock explained in detail in
Section 2.4.3.

Incompleteness and Temporal Coherence: Due to the limited sources, all web archives are
incomplete (i.e. they do not contain all possible versions of all the pages on the web) and we
should query them as they are. If a user asks for a version at t, and if the archive does not have
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versions at t but it has the versions at t-2 and at t+2, the access model should decide or support
different choices. This is supported with Nearest and Recent operators described in Section
2.4.3.

Figure 2.2: Temporal Coherence

Temporal coherence is another issue in web archiving. The main reason is the dynamic be-
haviour of the web. It changes continuously in an unpredicted and unorganized manner. The
web sites politeness constraints and the limited allocated resources do not allow archiving a
whole web site at once, at the same moment. For example, in Figure 2.2, for a temporal naviga-
tion starting from the version of p1 at t2, p2 at t1 is coherent, while p2 at t3 is incoherent. The
access model should be able to find the most coherent version. This is supported with Coherent
operator described in Section 2.4.3. We study this issue in detail in Chapter 3.

Temporal Ranking and Grouping: Ranking and grouping are the most common ways to deliver
query results for large-scale data. For web archives, the temporal dimension must be included
in ranking and grouping process. Ranking has also a dynamic nature in WACs. For example, a
page archived mentioned "Obama" in 1999 should not have the same ranking result when query-
ing in 2000 and in 2010. Rank, Order and GroupBy operators are used for these purposes.

Temporal Predicates: Support for temporal predicates enriches the language. For example, a
researcher who wants to analyze the effects of the arrest of Julian Assange can execute a query:
"Find pages linked to wikileaks.org after Julian Assange’s arrest in London". Allen’s interval
based temporal logic operators [AF94] are appropriate for these purposes and are included in
our query language.

User-Friendliness: This query language will be used by researchers and casual web users. So it
should enable users to find information without long-term training. Simple queries (like keyword
search) should be expressed straightforwardly. Complex syntax should be used only to express
more complex queries. We believe that with an advanced GUI, the users can avoid writing
"codes". However, this chapter does not discuss this aspect of the language and focus on the
data model, operators and predicates.

17



2.4. Data Model

2.4 Data Model

In this section, we present how time and web archives are modeled in our approach.

2.4.1 Modeling Time

Before presenting the time data model that we use, we first discuss how time information can be
associated to a web page and to the queries.

Time on the Web

Integrating time into data models, query languages and database management system implemen-
tations continues to attract the attention of researchers. In the context of web archiving, there
are different types of temporal information: time in content, HTTP headers, crawled time.

Temporal expressions can be found embedded in the content of a web page. Those expressions
are divided into three categories in [AGB07]: Explicit, Implicit and Relative. Explicit temporal
expressions refer to a specific point in time like "December 24, 2010". Names of holidays or
events which can be anchored in timeline are considered as implicit expressions like "Christmas
Day 2010". Relative expressions can not be anchored in timeline directly like "today", "on
Wednesday" etc. Extraction of temporal expressions from documents is an active research field.

For web archives, we are more interested by the information contained in the temporal fields
in HTTP headers contain Date , Last-Modified and Expires as they are linked to web page
changes time.

Servers send Last-Modified header with date time value when the content was changed last time.
Last-Modified header is mostly used as a weak validator. According to the definition of HTTP
specifications, a validator that does not always change when the resource changes is a weak
validator. The meaning of Last-Modified depends on the implementation of the origin server
and the nature of the original source (files, database gateways, virtual objects, etc.) [W3C99].
The header Expires indicates when a document stops being fresh. If it is used correctly, this
header indicates a validity period for the document and an exact date for recrawling. But it is
an unreliable tool: many servers do not provide the header or provide with zero or with low
expiration delay.

In HTTP headers Date represents the date and time at which a web page is returned from a
HTTP server upon request by the HTTP client. Crawled time is the time that crawlers capture
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the snapshot of a page. Web crawlers set the value of the Date field in crawled documents to the
date that a document is crawled, unless they are configured otherwise. It is the most trustworthy
time because it does not depend on host servers configurations. In our model, crawled time is
used but we should underline the fact that our model supply also other choices.

As we saw above, there are various sources of information to determine the last modification date
of a document; as they all are uncertain, we do not want a time model where only a timestamp
is associated with one web page. Hence, our model uses Allen’s interval-based representation
of temporal data [All83a] where intervals are used as primitive time elements. Each element
is temporally stamped by a period, called validity, defined as a time interval [ts, te) where ts
represents a starting time point and te is an ending time point.

Figure 2.3: Example of a web page crawled at three different time point

Time in queries

In our view, there are two kinds of temporal queries: time-point and time-interval. In time-
point queries, a time point t is given in the query and the results should contain data whose
validity contains t. In time-interval queries, an interval [t1,t2) is given in the query and data
whose validity contains / overlaps with [t1,t2) are returned as result. A time-interval query is
also called a time slice query.

2.4.2 Modeling Web archives

In this section, we define the data model of WACQL. We will use Figure 2.3 to illustrate the main
features of the model. In this example, we have a web page crawled at t1, t2 and t3. The page
is segmented into three blocks that we will refer by colors (green, blue and pink). An overall
view of our model is given in Figure 2.4. Site is modeled as a set of pages that share a common
domain. A page is a set of blocks which is a set of contents, links and importances. Each of
those has a validity time-interval [tb, te), notated as val to denote the duration during which the
the element was valid.
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Figure 2.4: Overall Model

We now define more generally all the objects we rely upon for WAC.

Site: A website (s) is a set of web pages that are addressed relative to a common URL.

s = {purl1, purl2, purl3...purln}

A snapshot of a website at time t is a set of pages valid at t.

st = {pt
url1, pt

url2, pt
url3..., pt

urln}

Page: A page (purl) is a set of blocks sharing a common URL. The validity of a page is the
union of all blocks’ validity.

purl = {cb1,cb2,cb3...}

A snapshot of a page (pt
url) is a set of block snapshot for a given URL valid for a requested time.

pt
url = {cbt

1,cbt
2,cbt

3...,cbt
n}

Block: The web page segmentation (see Chapter 3 for more detail) returns a set of non over-
lapping blocks. It contains: the URL to which it belongs, a Dewey identifier that indicates its
structural position in the page, its validity interval val, {c} is a set of content and {i} is a set of
importances and {l} is a set of links from a block. If a block disappears and reappears later, it is
considered as a new block. A block is defined as follows:
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b = (Url,DeweyID,val,{c},{i},{l})

We next explain in detail content, importance and links:

• Content: Contents are objects like images, videos or texts in a web page. A validity

attribute allows to trace the content changes on its block. Its validity should be included
in the validity of its containing block. A content of a block is defined as:

c = (ob ject,val)

• Importance: The blocks in a page have different importances (Section 2). We define the
importance as:

i = (α,val)

The importance of a block, denoted α, can depend on its location, area size, content,
etc. following the chosen importance model e.g. [Son04]. The validity of importance
is not equal to the validity of the content in the same block. Although its content stays
unchanged, the importance of a block can change by added / deleted link or image, or by
updating blocks size in the page.

• Links: Links represents the hyperlinks in the page. They point to a page from a block and
are defined as follows:

l = (label, type, to,val)

label is a link label as shown here: < a hre f = ”URL” > linklabel < /a >. The attribute
type is used to distinguish global, internal and local hyperlinks.

An hypertext link in an HTML document is said to be:

– interior if the destination document coincides with the source document

– local if the destination and the source documents are different but in the same domain
(ex:href="/news/politic.html" )

– global if the destination and the source documents are located on different servers.

Example: We illustrate the above by showing how the the block colored in green of Figure 3.5
is described using our data model.
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b = (www.bbc.co.uk/news,2.2, [t1,now),C, I,L)

where

C =







(French,hostage..., [t1, t2))
(image, [t1, t2))

(Woody,ageing..., [t2,now))
(image, [t3,now))







,

I =







(0.1, [t1, t2))
(0.3, [t2, t3))
(0.4, [t3,now))






,

L=







(“TwoFrenchhostagesinNiger”, local,green,“/news/world−4598422”, [t1, t2))
(“WoodyAllenonageinganddeath”, local,green,“/news/cinema−2659874”, [t2,now))






,

2.4.3 Operators

The proposed language consists of classical set operators (SQL) with their temporal extensions:
relational operators, navigational operators, temporal and text predicates, aggregation operators,
ranking and grouping operators. In this section, we present the new operators that we propose.
The list of existing operators can be found in Table 2.1 and their formal definitions can be found
in Appendix B. All the operators presented in this section takes a bag of tuples and returns a bag
of tuples.

Content Related Operations

InBlock: It finds matches that satisfy a full-text selection in the same block. For example, as-
sume that we are looking for information about Woody Allen’s new movie in which Carla Bruni
Sarkozy participates (Figure 3.5). A query like “Sarkozy and Allen” will return version at t2
and version at t3. In fact, information in version at t2 is not relevant. But a query like “Sarkozy
InBlock-AND Allen” will return only version at t3 which has more relevant information.
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OPERATOR DESCRIPTION
Unary Operators

Select corresponds to well-known select operator in the re-
lational algebra

Project corresponds to well-known project operator in the
relational algebra

GroupBy creates groups of tuples sharing some attribute value
Binary Operators

Union returns the union of two bags
Temporal Union returns the union of temporal elements where their

validities overlap
Intersection returns the intersection of two bags
Temporal Intersection returns the intersection of temporal elements where

their validity overlap
Difference returns all the elements of the first bag which are not

in the second bag
Temporal Difference in addition to non-temporal Difference, it checks and

removes overlapping temporal parts from bags
Cartesian Product computes the Cartesian product of two bags
Temporal Cartesian Prod-
uct

returns a temporal Cartesian product of two bags

Join performs an inner-join on two non-temporal bags
based on predicates

Temporal Join performs an inner-join on two bags based on predi-
cates

Aggregate Operators COUNT, MIN, MAX
Predicates

Temporal Predicates Allen’s temporal operators [All83b]
Logical Text Predicates OR, AND, MILD-NOT, NOT, CONTAINS, LIKE
Temporal Operators Max,Min,T-Intersect, T-Union, Minus

Various Operators
Rank applies a ranking function over a bag
Distinct removes duplicates for non temporal bags
Temporal Distinct in addition to non-temporal Distinct, it removes du-

plicates by taking into account overlapping temporal
parts

OrderBy sorts a set into a specific order

Table 2.1: List of Operators
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Wayback: It returns a bag of blocks of a page identified by its URL for a given period.

WAY BACK(URL, [ts, te))

Nearest/Recent/Coherent: These operators are used to deal with incompleteness and incoher-
ence as explained in Section 2.3. For example, in Figure 2.5, if the version at t is requested
where t1 < t < t2, we need to make an assumption over the version at t because the page p1 is
not captured at this time point. Three different operators are proposed:

Figure 2.5: Example for Nearest/Recent operators

• Nearest: it returns the nearest time point by minimizing |t− tx|

• Recent: it returns the closest time point before t. It is the default operator, if the user does
not specify another one.

• Coherent: it returns the most coherent one like described in Chapter 3.

T-Flat: This operator takes a set as input and eliminates the nesting occurred as a result of tem-
poral dimension (validity period). It creates a new validity period by using the time operators
(e.g T-Intersect, Minus) over each element’s validity attribute. It eliminates the temporal dimen-
sion of each element and then it creates a new set with non temporal elements and with the new
validity it computed. We underline that the output set can keep its nested structure depending on
elements non-temporal type.

For instance, if we want to eliminate temporal nesting in data (e.g. to find different versions), T-
FLAT operator can be used. For the example of block colored with green bgreen, T-FLAT returns
temporally flattened blocks as follows:

T −FLAT (bgreen) =

(

green,

{
(French,hostage...)

(image)

}

,0.1, l6, [t1, t2)

)

(green,(Woody,ageing...),0.3, l7, [t2, t3))
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(

green,

{
(Woody,ageing...)

(image)

}

,0.4, l7, [t3,now)

)

Navigational Operators

The operators described in this section add navigation capabilities into the query language.

Figure 2.6: Example for navigational operators

Out/outb: Operator outb finds the bag of pages pointed in one step (by following one link, one
edge) from the bag of blocks (CB) by following any of the links valid at a given period. Operator
out uses outb to find the bag of pages reachable in one step from the bag of pages (P) during a
given period. For that, it finds the bag of blocks for each page in P and calls outb for each CB.
Each element is checked for the validity constraint.

out : CB× period→ CB

outb : CB× period→ CB

In Figure 2.6, pages are presented as nodes in dashed circles, blocks in pages are represented
as circles in pages and the hyperlinks are represented as directed arcs. For the green block in
Page B outb returns Page C which is a set of blocks. Operator out over Page B returns the bag
of pages including Page A and Page C.

In:
in : B× period→ B
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Operator in finds the bag of blocks that points to a bag of pages by links valid for a requested
period. In Figure 2.6, in operator for Page A returns two blocks colored in pink and red.

Jump:
jump+ : B× int× period→ B

jump− : B× int× period→ B

Operators jump+ (resp. jump−) returns a bag of pages reachable through incoming (resp. out-
going) links in one to n steps by following links valid at a given period. It is defined as a
combination of in and out operators with iteration.
For example, in Figure 2.6, jump− from block red in 2 steps return Page A, Page D and Page E.

2.5 Queries for use cases

In this section, to illustrate how the different operators work in our approach, we use the exam-
ples in Section 2.2 and construct the corresponding queries.

• Example 1: A social researcher who studies how French media covered the event “earth-
quake at Haiti in 2010” over last three years wants to know the number per month of
different regions in web pages in domain .fr referring to the earthquake.

First, we need to find all blocks in domain .fr which are valid between 2010 and 2013.
LIKE is used to compare string patterns. Then, with CONTAINS operator, we find con-
tents which mention given keywords (Haiti, earthquake). EXPAND operator is used to
group by month over validity of content. COUNT operator is used to find out the number
of different regions. By using GROUP BY operator with url, we can limit the count to
web pages.

• Example 2: Government web sites outgoing links give an idea about the position of gov-
ernments through social events. Consider a political scientist who want to examine these
changes between Bush federal government and Obama’s one. She would like to have two
lists of outgoing links, one for removed links, one for inserted links. She wants to limit her
research six months before and after the election date November 4, 2008. This analysis
will take a huge time using a wayback machine.

By using our proposed query language, we first find all blocks in domain .gov for two
different periods: 6 months before election and 6 months after election. Then, for each, we
select a set of links, L1 and L2 respectively. By using classical “difference” set operator
(-), L1-L2 gives the list of inserted links and L2-L1 gives the list of removed links.
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• Example 3: Consider a country that has a law that restricts the web site for children to
have an access to harmful content in 5 clicks away. They have a black list of URLs that
children should not browse. For a web page designed for children, they would like to
check if the web sites owner follows the law in the past six months.

For each web site, we first need to call jump− with n = 5 in time range of six months.
Then, we select all links and call a join operators on the URL attribute of links on blacklist.

• Example 4: Web archives are important sources for trend analysis. Consider a journalist
who wants to determinate the popularity of PhDComics at University Pierre and Marie
Curie from 2000 to 2010. at UPMC from 2000 to 2010. For each url like “*upmc.fr/~*”,
we can count the outgoing links to PhDComics web pages.

2.6 Discussions and Outlook

In this chapter, we start to address the problem of accessing information in web archives. We
presented a conceptual model as the basis of a query language for web archives. The operators
to support queries are also described. In our model, we take into account different topics in
web pages by using visual blocks as an unit of retrieval with assigned importance. Block-
based approach was used for information retrieval on the web, however, as far as we know, it
is never used with temporal dimension. Navigation operators with temporal dimension let users
to execute queries over web archives temporal hyperlink structure. The model and operators
enriched with the temporal dimension allow querying web archives powerfully, as illustrated by
the use cases we described in this chapter. We want to underline the fact that in this chapter
we clarify the requirements of WAC query language formally. It can be implemented as a new
query language or as an extension of an existing query language (e.g. [RGM03]).
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COHERENCE ORIENTED NAVIGATION

USING PATTERNS

3

Maintaining archives of good quality is not an easy task because the web is evolving over time
and allocated resources are usually limited (e.g. bandwidth, storage space, etc.). Hence, during
crawling one may never be sure if the contents collected so far are still consistent with those
contents to be crawled next. Approaches that try to maximize the quality can be based on
different measures like coherence, completeness etc. and can be applied a priori (e.g. crawling
optimization) or a posteriori (off-line). In this chapter, we are interested in coherence as a
quality measure. Coherence measures how much a collection of archived pages versions reflects
the real state (or the snapshot) of a set of related web pages at different points in time. Coherence
in web archiving context is studied in earlier works as a part of a priori solutions, like crawling
optimization. In this chapter, we propose an a posteriori solution based on web changes patterns.
This solution introduces a novel navigation approach that enables users to browse between the
most coherent page versions at a given query time.

3.1 Motivation

Navigation on the Web (also known as surfing) is the activity of following hyperlinks and brows-
ing Web pages to seek an information. Navigation can be classified into three different categories
according to [Lev11]:
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• Direct Navigation, when the URL is given directly to the web browser,

• Navigation within a directory, when a web portal (e.g. www.yahoo.com) is used as an
entry point,

• Navigation using a search engine, when a search engine is used to find an entry point. It
consists of the following steps: query formulation, selection, navigation, query modifica-
tion.

The Web can be represented as a directed graph called web graph. Figure 3.1 shows an example
of a simple web graph where web pages are nodes, links from one page to another are directed
edges and the labels on the edges can be attribute names.

Figure 3.1: Web graph example

However, navigation in web archives is different from the web because of the temporal dimen-
sion and the challenges related to web archiving (e.g. coherence, incompleteness etc.). To ensure
coherence, a user should ideally browse between the versions of pages from the same point in
time.

In the navigation process, the user starts to navigate from an entry point (e.g. an url provided by
search engines) by following hyperlinks until they find the information they are seeking for, or
until they restart the process. In some cases, users simply give up the process when they loose
the context in which they are browsing. This phenomenon called navigation problem or getting

lost in hyperspace [LL01].

This problem remains in the archival context but, in addition, we define a new phenomenon
called temporal navigation problem or getting lost in time. This can happen with any kind of
temporal navigation model. User who seeks information between [tx, ty] can find himself/herself,
staying or not staying in the same context but in a different time period.

The issue that we study in this chapter is that of “coherence”. During navigation in archives,
users may browse from one page to another where both pages have never appeared at the same
time on the real web. This may lead to conflicts or inconsistencies between page versions, and
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such pages versions are considered temporally incoherent. For example, a user reading an article
related to funerals of Steve Jobs can follow an hyperlink from the current page and reach a page
discussing the participation of Steve Jobs to the new launch of iPhone 5. The reason is that these
two pages were not crawled at the same time.

Figure 3.2 depicts an example of such an incoherence. We consider two pages URL1 and URL2

of a site. The pages were updated (red circles) at time t5 for URL1 and t0, t4 for URL2. The page
URL1 was crawled (blue squares) at time t1 (A) and t6 (A’) while URL2 was crawled at time t3.
A’ and B are not coherent because they have never appeared at the same time on the Web (caused
by pages update). However, the two versions A and B are coherent because they appear “as of”
on time interval [t1, t2, t3].

Figure 3.2: Coherence example in web archives

Formally, observable coherence is defined as follows in [SDM+09]:

Definition 1. A set of n Web contents are observable coherent if there exists a single time
point tcoherence such that there is a non-empty intersection of the intervals spanning the respective
download time t(pi) and the corresponding last updated stamp µi retrieved at time of download
(µi ≤ ti ):

∀pi,∃tcoherence ∈ ∩
n
i=1[µi, t(pi)] 6= /0

Temporal incoherence occurs when pages change their content during the crawl of an entire col-
lection. This is a potential issue even for web sites of moderate size. For larger collections, e.g.

domain level, it is more evident to observe incoherence as a full crawl can take days or weeks
to complete. This problem can be handled by two solutions: a priori and a posteriori. The a

priori solutions adjust crawlers strategy to maximize the coherence of collected pages versions
independently of other quality measures (e.g. completeness, freshness, etc.). It is impossible to
obtain 100% of coherence in the archive due to the limited resources, so an a posteriori solution
is also needed that deals with incoherence at access level (e.g. while navigation). Thus, our
challenge is to optimize browsing to enable users to navigate through the most coherent page
versions at a given query time. By exploiting regular patterns of web page changes, we propose
a novel coherence-oriented browsing that improves the quality of the navigation in web archives.

31



3.2. Related Works

Contributions

The work presented in this chapter makes the following contributions:

• We propose the first study on coherence-oriented navigation for web archives.

• Experiments conducted as a simulation based on real patterns extracted from France TV
web sites.

Organization

The remainder of this chapter in organized as follows. In Section 3.2, we present the related
works. Then, in Section 3.3, we give a background information on patterns and their applica-
tions on web archiving. In the following section, our approach coherence oriented navigation

is presented in detail. We compare our proposed method to existing ones in Section 3.5 and
conclude in Section 3.6.

3.2 Related Works

In web archives, navigation, also known as surfing, is enriched with the temporal dimension. In
[JKN+06], two different categories are defined: horizontal navigation and vertical navigation.
Horizontal navigation lets users browse chronologically among different versions of a page,
while vertical navigation lets users browse by following hyperlinks between pages like in the
web. In this chapter, we are interested in vertical navigation. Although it looks like navigation
in the real web, the issues induced by web archives ( temporal coherence and incompleteness)
lead to broken or incoherent links which hamper the correct navigation. There are two well-
known policies used for navigation in web archives: Nearest and Recent. The Nearest policy
links to page versions that are the closest to the query time tq. The Recent policy links to page
versions that are the captured before the query time tq. Even when finding the nearest version
from different web archives, like in the Memento framework1 [dSNS+09], there is no guarantee
that version reflects the navigation like it was in real web. None of this method ensures the
maximum coherence between two pages.

1Rather than expecting people to know about the growing number of Web archives, and to guess which archive
might hold an older version of the resource they’re looking for, Memento proposes to make archived content discov-
erable via the original URL that the searcher already knew about.
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Figure 3.3: Example of temporal browsers resp. [JKN+06, TDLH09, ADFW08]

There are several browsers proposed to navigate over historical web data [JKN+06, TDLH09,
ADFW08] that are interested in navigation between versions of the same pages by showing
the changes over versions, as seen in Figure 3.3. As far as we know, no approach proposes to
improve the navigation in web archives by taking the temporal coherence into account. The
reason, as explained in [BCF+08], can be that temporal coherence only impacts the very regular
users who spend lots of time navigating in the web archives. Even though, today the archive
initiatives do not have many users, we believe that, popular web archives (e.g. Internet Archive,
Google News Archive) will get the attention of more and more regular users over web archives.
For instance, there were 9434 unique visitors with 48318 pages viewed on the UK Web Archive
between 1st and 30th of July 20122.

3.3 Background on application of Patterns in Web

Archives

In this section, we introduce the background necessary for the remainder of the chapter. We give
the definition of (time) patterns of page changes in the web archiving context. As these patterns
contain information about the updates on the pages, they will be used to estimate the coherence
between versions and to choose the “most” coherent version to browse. A pattern is a model
or a template used to summarize and describe the behavior (or the trend) of a data having some
recurrent events (i.e. cycles). A pattern for a web page models the behavior of page’s changes
over periods of time, i.e. during a day. We assume that it is periodic and may depend on the day
of the week and on the hour within a day. Pages with similar changes behavior can be grouped to
share a common pattern. For example, France2.culture.fr and France3.culture.fr have the same
template and share quite similar information. As they also follow similar updates, they have a
common pattern.

In order to discover patterns, page changes are observed and monitored for a long period of time.
The framework as proposed by [BSG11] consists of five different phases to discover patterns

2ISO report: Information and Documentation: Statistics and Quality Indicators for Web Archiving
http://netpreserve.org/sites/default/files/resources/SO_TR_14873__E__2012-10-02_DRAFT.pdf
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from web pages:

• Crawling: The crawler harvests the web by iteratively downloading new versions of pages.
The frequency of the crawler is chosen to be not too long (e.g. hourly crawl) to do not
miss relevant modifications to generate the patterns. Each retrieved version is then stored
and indexed in the archive.

• Change Detection: Based on the change detection algorithm, called Vi-DIFF, detailed in
Chapter 4, each crawled page (vn) is compared with its previous version (vn−1).

• Change importance Estimation: In this phase, the successive delta files generated during
a day are evaluated [BSG11] to estimate the importance of changes. Then, for each page,
a time series that represents the evolution of the importance changes during a day is built.

• Pattern discovery: The set of time series are analyzed to extract periodic patterns for
each page based on changes average over time. Patterns are discovered by averaging the
importance of changes of time series collected during a long period.

A pattern obtained by following these steps is shown in Figure 3.4 and formally defined as
follows:

Definition 2. Pattern

A pattern of a page Pi with an interval length l is a nonempty sequence Pattern(Pi) = {(ω1,[t1, t2[);(ω2,[t2, t3[);...},
where NT is the total number of periods in the pattern and ωk is the estimated importance of
changes in the time range [tk, tk+1[.
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Figure 3.4: Page Changes Pattern

3.4 Coherence Oriented Navigation

While navigating in the archive, we focus on the coherence of two linked pages: the source page
and the destination page pointed by an hyperlink from the source page. Coherence-oriented
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browsing can be exploited between different pages belonging to different web sites. In the
following, a page is denoted by P j and a version of the page crawled at instant t is denoted by
P j[t] .

3.4.1 Informal Overview

A simple example is given in Figure 3.5 to better explain our coherence-oriented navigation
approach. Consider a user who starts to navigate in the archive from the version of the page
P1 captured at tq (P1[tq]). This user wants to follow the hyperlink to browse the page P2. The
closest version of P2 before tq is P2[t1] and the closest version of P2 after tq is P2[t2]. They are
the candidate destination versions. We assume that the patterns of P1 and P2 which describe the
behavior of changes are known. These patterns are used to decide which version is the most
coherent. As shown in Figure 3.5, the sub-patterns, defined according to the periods [t1, tq] (in
red) and [tq, t2] (in green), are extracted from the patterns of P1 and P2. To find the most coherent
version to P1[tq], we estimate the importance of changes for each sub-pattern. The smaller the
importance of changes predicted by sub-patterns is, the smaller the risk of incoherence. Thus, the
group of sub-patterns (a) and (b) is compared to other group of sub-patterns (c) and (d) by using
the importance of changes. The group of sub-patterns which has the smallest total importance
of changes is selected. This means that the navigation through the corresponding page versions
in the selected group is more coherent. In the example, the group of sub-patterns (a) and (b) has
smaller importance of changes than the group of (c) and (d). Thus, the most coherent version
P2[t1] (corresponding to sub-pattern (b)) is returned to the user.

Figure 3.5: Coherence-oriented Navigation
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3.4.2 Formal Definitions

In this section, we give the formal definitions of our approach explained in the previous section.

The definition of a pattern given in Section 3.3 is appropriate for a priori solution, e.g. for
a crawler as to decide when it is appropriate to crawl, it is enough to check only one daily
pattern for each page. However, when navigating in Web archives, two pages versions can ??
on arbitrary amount of time, so we define a function that extends patterns for our needs. For the
rest of the chapter, pattern will refer to extended pattern.

Definition 3. Extended Pattern

Given a pattern Pattern(P) with length T for the page P, the extended pattern (Patt) is defined as
follows:

Patt(P) =
⋃

k

⋃

(w,[t,t ′[)∈Pattern(P)

{(w, [t + kT, t ′+ kT [)}

We now define how to extract sub-pattern to measure later the coherence between the source
page and the candidate destination page.

Definition 4. SubPattern

Given a pattern Patt(P), the sub-pattern SubPatt(Patt(P), [tx, ty]) is a part of the pattern valid for
a given period [tx, ty].

SubPatt(Patt(P)) =
⋃

(w,[t,t ′[)∈Patt(P)

(w, [t, t ′[) where [t, t ′[∩[tx, ty]) 6= /0

Following two functions are defined to measure the coherence between two page versions. The
first one (Ψ) returns overall importance of the change on one pattern, while the second one
returns the sum of the pattern importance for sub-patterns of each page for a period of lag of
crawling.

Definition 5. Pattern Changes Importance

The function Ψ(Patt(P)) estimates the total importance of changes defined in the given pattern
Patt(P). It is the sum of all changes importance ωi of Patt(P).

Ψ(Patt(P)) =
i≤l

∑
i=k

ωi

Definition 6. Navigational Incoherence

Let Ps[tq] be the source version where the navigation starts. Let Pd[tx] be the destination version
(Pd[tx]) pointed by an hyperlink. The navigational incoherence (ϒ) between the two versions
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Ps[tq] and Pd[tx] is the sum of changes importance predicted by their corresponding sub-patterns
during the period [tq, tx]. tq and tx are respectively the instants of capturing the source and the
destination versions.

ϒ(Ps[tq],Pd[tx]) = Ψ(SubPatt(Patt(Ps), [tq, tx]))+Ψ(SubPatt(Patt(Pd), [tq, tx]))

We now define a function to find out the most coherent destination version, it compares the nav-
igational incoherence (ϒ) between the source version and the set of the candidate destination
versions and returns the one smallest incoherence.

Definition 7. Most Coherent Version

The probability of being incoherent depends on the importance of changes of sub-patterns. In
other words, if there are less changes (smaller ϒ ), the source and the destination version are
expected to be more coherent. Let δ be the set of possible destination versions, the most coherent
version is described as follows:

Pd = argminp∈δMCoherent(Ps[tq], p)

Example 1. We take the example in Figure 3.5 to explain the process. We assume that the
importance of four changes occurred on the page P1 are 0.3, 0.6, 0.1, 0.3. For the page P2, the
importance of four changes are respectively 0.1, 0.1, 0.4, 0.3. The pattern change importance of
four sub-pattern (a,b,c,d) are respectively 0.6, 0.1, 0.7 (0.6 + 0.1), 0.7 (0.4 +0.3).

MCoherent(Ps[tq],{Pd[tx],Pd[ty]}) = P2[t1] where

ϒ(P1[tq],P2[t1]) = 0.6+0.1 = 0.8 and ϒ(P1[tq],P2[t2]) = 0.7+0.6 = 1.3

3.5 Experiments

We evaluate here the effectiveness of the coherence-oriented navigation. The coherence of our
navigation policy Pattern is compared to two related navigation strategies as discussed in Section
3.2: Nearest and Recent. The Nearest policy uses the closest version to the query time tq. The
Recent policy uses the closest version before the query time tq.

However, finding a suitable dataset is not so evident. It should contain crawled web pages with
their patterns but also for each link on each page version, we need to know which version of
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the destination page is coherent. Thus, we have conducted simulations experiments on 60 real
patterns from [BSG11]. This collection contains France TV channels web pages hourly crawls.
[BSG11] collected versions of each page, over a day, and analyzed them to extract daily patterns
as described in Section 3.3. With this collection we have daily patterns but also 1000 real
page crawl with page changes used to estimate patterns. Although this collection contains daily
patterns, it is still not applicable to our experiments because we do not have any information
over links and their coherent destinations.

The experiment consists in simulating the navigation from a page source Ps to different desti-
nation pages Pd by following all outgoing links. However, the pages in the collection are not
crawled by following hyperlinks but by using a predefined list of urls. Thus, there is no hyper-
link information that we can use. Hence, we choose a random page from this dataset and we add
to it 10 links to other randomly chosen versions of pages. In addition, all results are averaged
over 1000 trials over 30 different size of time ranges (1 day to 30 days). We know which version
of the destination page is coherent as we have a real web pages with their changes. To measure
the effectiveness of the method, we count how many times the coherent version is chosen.

Figure 3.6: Results for coherence oriented navigation

This results presented in Figure 3.6 shows the percentage of coherent versions obtained by differ-
ent strategies (Pattern, Nearest, Recent). Our navigation policy based on patterns outperforms
its competitors Nearest and Recent. It improves the coherence by around 15 % compared to
Nearest and by around 40 % compared to Recent.

3.6 Discussions and Outlook

This work addresses an important issue of improving coherence of archives under limited re-
sources while navigating. Results of experiments have shown that our approach can improve the
coherence during the navigation compared to related policies Nearest and Recent. To the best
of our knowledge, this work is the first to exploit patterns to improve coherence of crawling and
navigation.
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This study is preliminary and new experimental works are needed. The proposed solution should
be tested also over real data to have a better estimate. Our challenge is to enable users to navigate
through the most coherent versions. Further study needs to be done to evaluate how far users can
perceive coherence improvements when they navigate in the archive and to connect the metrics
with user experience.
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Part II

Optimization of Access to Web
Archives
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VI-DIFF: UNDERSTANDING WEB

PAGES CHANGES

4

One of the major problems encountered by archiving systems is to understand what happened be-
tween two different versions of the web page. Furthermore, many applications (e.g. e-commerce
or on-line trading sites) need to detect and discover changes on the web to help users understand-
ing page updates and more generally, the web dynamics. In this chapter, we address this problem
by proposing a new change detection approach that computes the differences between two ver-
sions of HTML web pages. Our Vi-DIFF solution can serve for various applications such as
crawl optimization, archive maintenance, web changes browsing, etc. Experiments on Vi-DIFF
were conducted and the results show that our approach is computationally reasonable.

4.1 Motivation

The Web is constantly evolving over time. Web content like texts, images, etc. are updated
frequently. As those updates reflect the evolution of sites, many applications, nowadays, aim
at discovering and detecting changes on the web. There are also many services [Bla10] that
track web pages to identify what and how a page of interest has been changed and notify the
concerned users. For instance, a browser plug-in [TDLH09] uses the page cache to explicitly
highlight changes on the current page since the last visit. The goal of such approaches is to help
users to understand what has changed on a web page and more generally, the web dynamics.

Detecting changes between page versions is also important for web archiving. Thus, many na-
tional archiving institutes [ACMS02, CLV04, Cat03, GSS06] around the world are collecting
and preserving different web sites versions. Most often, web archiving is automatically per-
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formed using web crawlers. A crawler revisits periodically web pages and updates the archive
with a fresh snapshot (or version). However, it is impossible to maintain a complete archive of
the web, or even a part of it, containing all the versions of the pages because of web sites polite-
ness constraints and limited allocated resources (bandwidth, space storage, etc.). Thus, archiving
systems must identify accurately how the page has been updated at least for two reasons:

• avoid archiving several times the same versions which is a specific issue for web archive
crawlers

• model the dynamics of the web site in order to archive “the most important versions” by
crawling the site at a “right moment” which is a general issue for all crawlers

Our research problem can be stated as follows: How to know, to understand and to quantify what

happened (and thus changed) between two versions of a web page ?

Most of the pages on the web are HTML documents. As HTML is semantically poor, comparing
two versions of HTML pages, based on the DOM1, does not give a relevant information to
understand the changes. Thus, our idea is to detect changes on the visual representation of web
pages. Indeed, the visual aspect gives a good idea of the semantic structure used in the document
and the relationship between them, e.g. web designers would put most important information in
the center and put the navigation bar on the header or on the sides. Preserving the visual aspect of
web pages while detecting changes gives relevant information to understand the modifications.
It simulates how a user understands the changes based on his visual perception. The concept of
analyzing the visual aspect of web pages is not new. However, as far as we know, it has never
been exploited to detect changes on web pages.

Our proposed approach, called Vi-DIFF, compares two web pages in three steps: (i) segmen-
tation, (ii) change detection and (iii) delta file generation. The segmentation step consists in
partitioning web pages into visual blocks. Then, in the change detection step, the two restruc-
tured versions of web pages are compared and, finally, a delta file describing the visual changes
is produced.

Our solution for detecting changes between two web pages versions can serve in various appli-
cations:

• Visualization and browsing: Our changes detection algorithm can be used to visualize
the changes of web pages over time and navigate between the different archived versions.
The visual changes would be explicitly displayed to help the user understand the relation-
ship between the previous version and the current one. For instance, updated blocks can
be framed with a different color to focus the user’s attention on the updated content. Given

1The DOM presents an HTML document as a tree-structure. http://www.w3schools.com/htmldom/
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two versions of web pages as shown in the Figure 4.1, the new inserted block in version 2
is framed in red. The corresponding blocks in the two versions that have an updated image
are framed in blue. Several applications [JKN+06, LPT00, TDLH09] have been designed

Figure 4.1: An example of visual changes detection

to visualize changes in the browser by highlighting the content changes on pages such
as a text update, delete, etc. However, to the best of our knowledge, no one explicitly
view both the structural and content changes occurred on page such as a block insertion,
move, update, etc. Our change detection approach can also be exploited to extend web
browsers [TDLH09] that use the page cache to help users in understanding the changes on
the current page since the last visit.

• Web crawling: The detected changes between web pages versions can be exploited to op-
timize web crawling by downloading the most “important” versions [BSGP09]. A relative
importance of blocks can be assigned automatically by using for instance the algorithm
of [Son04], or through others supervised machine learning methods. The evaluation of
changes importance can be exploited to improve the web crawling by estimating how ur-
gent it is to revisit a given page. This allows to keep the archive as complete as possible
with the most important snapshots although allocated resources are limited.

• Indexing and storage: Web archive systems can avoid wasting time and space for in-
dexing and/or storing some versions with unimportant changes. An appropriate change
importance threshold can be fixed (e.g. through a supervised machine learning) to decide
when the pages should be indexed or stored. Also, querying temporally the archive will
take less time because indexing and storage can be efficiently performed by reducing the
number of useless archived versions as explained before.

• Archive maintenance: Vi-DIFF can also be used after some maintenance operations to
verify the quality of these operations in the web archive. The migration from the Internet
Archive’s file format ARC to WARC 2 is an example of maintenance operation. After the
migration from ARC to WARC, our change detection Vi-DIFF can be exploited to ensure

2The WARC format is a revision of ARC file format that has traditionally been used to store Web crawls url. The
WARC better support the harvesting, access, and exchange needs of archiving organizations.
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that the page versions are kept “as they are”, i.e. it will be possible to render them as when
they were stored in ARC format. It is an important issue for digital preservation.

Contributions

The work presented in this chapter makes the following contributions:

• We propose a novel change detection approach (Vi-DIFF) that compares the two restruc-
tured versions of web pages by taking the page structure into account with a reasonable
time complexity.

• We show through experiments the feasibility of the approach.

Vi-DIFF has been used in two projects: CARTEC (The French National Research Agency ANR
Project ANR-07-MDCO-016) and SCAPE (Scalable Preservation Environments) project that is
co-funded by the European Union under FP7 ICT-2009.4.1 (Grant Agreement number 270137)).

Organization

The remainder of this chapter is structured as follows. Section 4.2 discusses related works.
Section 4.3 presents the VI-DIFF and the different change operations we consider. Section 4.4
explains, in detail, the second step of Vi-DIFF. Section 4.5, presents the implementation of VI-
DIFF and discusses experimental results. Section 4.6 concludes.

4.2 Related Works

We convert our HTML pages into the XML pages by using a page segmentation algorithm to
detect the changes. Hence, in this section, we describe the different change detection algorithms
for XML files. Since XML documents can be represented as trees, we focus on tree oriented
change detection algorithms. Various algorithms have been proposed with different complexi-
ties, memory usages, operations and delta formats. Some consider the trees as ordered, others
consider as unordered3. We review the different change detection algorithms for ordered and
unordered trees in the following.

3An ordered tree or plane tree is a rooted tree for which an ordering is specified for the children of each vertex.
An unordered tree is one in which parent-child relationships are important, but there is no sibling order.
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Algorithms for ordered trees :

The algorithm proposed in [ZS89] finds the tree edit distance 4 between two ordered labeled
trees with basic operations (insert, delete and update). This algorithm has the best performance
on correctness (detecting all the changes) in terms of quadratic time complexity. This algorithm
is also used by Logilab XML Diff5 and Microsoft XML Diff 6. It does not support the move
operation.

Chawathe’s approach, LaDiff [CRGMW96], supports the move operation as well as the basic
operations. Their proposed algorithm made the assumption that given two labeled trees T1 and
T2, there is a “good” matching function compare, so that given any leaf s in T1, there is at most
one leaf in T2 that is “close” enough to match s. However, this assumption does not hold for the
documents that have duplicated or/and similar objects. Its cost is in O(ne+ e2) where n is the
total number of leaf nodes, and e is the weighted edit distance7 between the two trees.

Cobéna et al. proposed the XyDiff algorithm [CAM02] which supports moves in addition to
basic operations. The XyDiff algorithm computes hash values and weights for every node in
the XML trees of both XML documents to compare. Then it compares the signatures of two
nodes and if they are equal, the nodes are matched. It achieves a time complexity ofO(nlogn).
However, because of the greedy rules used, it can not guarantee an optimal result and in some
cases it can even mismatch subtrees.

Algorithms for unordered trees :

X-Diff [WDC03] is proposed for unordered trees. X-Diff integrates key XML structure charac-
teristics with standard tree- to-tree correction techniques by using the notion of node signature
together with a new matching between XML trees to find the minimum-cost matching and gen-
erate a minimum-cost delta script. The algorithm only specifies the three basic operations. The
extension of this algorithm is used in BioDiff to detect changes in genomic and proteomic data
specified as XML.

Chawathe also proposed an algorithm MH-Diff[CGM97] which handles moves and even copies
besides updates, inserts and deletes. The copy and move operations result in an higher quality
edit scripts, especially copied or moved sub-tree is large. It has, according to its authors, a
heuristic solution with a worst-case O(n3) time, where n is the number of nodes, and an average

4The tree edit distance is defined as the minimum-cost sequence of node edit operations (insertion, deletion,
substitution) that transform one tree into another.

5http://www.logilab.org/859 visited at 26 June 2013
6http://msdn.microsoft.com/en-us/library/aa302295.aspx visited at 26 June 2013
7Weighted edit distance is an edit distance where each edit operation has its own weight.
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of O(n2) time. Besides all these algorithms, DeltaXML [LF01], which is a commercial tool,
is the market leader. It can compare, merge and synchronize XML documents for ordered and
unordered trees by supporting basic operations. Although it runs extremely fast and its results
are close to minimum according to [CAM02], it has a limitation at level of tree size. It does not
handle a move operation.

A detailed review on major approaches to detect changes on Web pages is proposed in [OS11].
A comparative study of different diff algorithms for XML documents is presented in [Pet05,
CAH02]. Despite the variety of methods of comparison, there are no algorithms to detect
changes on both ordered and unordered trees and in addition support all operations. Being able
to detect changes both on ordered and unordered trees allows better flexibility when comparing
different parts of web pages where the order can sometimes be considered relevant or irrelevant.
Currently, there are no method that provides a semantic interpretation of changes in a Web page
that is independent from HTML tags and scripts. Our aim is to detect changes in a way that the
user observes changes visually. Thus, we propose our ad-hoc diff algorithm. As it is designed
for one given specific type of document, it allows for a better trade-off between complexity and
completeness of the detected operations set. Our proposed change detection algorithm detects
structural and content changes. Structural changes alter the visual appearance of the page and
the structure of its blocks. In contrast, content changes modify text, hyperlinks and images
inside blocks of the page. Then, it constructs a delta file describing all these changes.

4.3 Vi-DIFF

In this section, we explain in detail the Vi-DIFF algorithm which detects structural and content
changes between two web page versions. First, we explain how to convert HTML files into XML
files, called Vi-XML, by using segmentation. Then, we describe the operations for content and
structure on Vi-XML files and how to store them for further use.

4.3.1 Segmentation

The first step of our approach is the segmentation of the web page. Several methods have been
proposed to construct the visual representation of web pages. Most approaches discover the
logical structure of a page by analyzing the rendered document or the document code. Gu et al.
[GCMC02] propose a top-down algorithm which detects the web content structure based on the
layout information. Kovacevic et al. [EDG+02] define heuristics to recognize common page ar-
eas (header, footer, center of the page, etc.) based on visual information. Cai et al. [CYWM03b]
propose the algorithm VIPS which segments the web page into multiple semantic blocks based
on visual information retrieved from browser’s rendering. Cosulshi et al. [CMM04] propose
an approach that calculates the block correspondence between web pages by using positional
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Figure 4.2: VIPS Extension

information of DOM tree elements. Kukulenz et al.’s automatic page segmentation [KRH08] is
based on the estimation of the grammatical structure of pages automatically.

Among these visual analysis methods, the VIPS algorithm [CYWM03b] seems to be the most
appropriate for our approach because it allows an adequate granularity of page partitioning. It
splits the Web page into smaller parts based on the DOM and visual cues such as split lines,
decorative images, colors, and fonts. The algorithm uses the content source and tries to simulate
how people understand web page layout. It has three main steps: block extraction, separator
detection and content structure construction. First, the visual block extraction is performed from
the root node of the DOM tree based on visual clues. The authors propose the vision-based
content structure, where every node, called a block, is a basic object or a set of basic objects
(e.g. the leaf node in the DOM tree that can not be decomposed anymore). The web page
is firstly segmented into several big blocks. For each of these blocks, the same segmentation
process is carried out recursively until all appropriate nodes are found to represent the visual
blocks. Second, visual separators (here, separators denote the horizontal or vertical lines in a
web page that visually cross with no blocks) among adjacent blocks are identified, and the tree
structure of the blocks is constructed. Then, based on detected separators the blocks are merged
and represented as a node in the result tree. However, VIPS returns only the XML tree describing
the structure of the page without any content information on it. To complete the visual structure
of the page, we use the extended VIPS [BSGP09] that also extracts links, images and texts
for each block as shown in Figure 4.2. The complete hierarchical structure of the web page is
described in an XML document called Vi-XML.

We define, three types of nodes for Vi-XML as shown in Figure 4.2:

• a leaf block is a block which has no child blocks

• a content node is a child of a leaf block that contains set of leaf nodes

• a leaf node is the nodes without a child such as image, link.
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These three types of nodes are uniquely identified by an ID attribute. This ID is a hash value
computed using the node’s content and its children node content. Content nodes have also an
attribute called IDList which has list of all IDs of its leaf nodes. Each block of the page is
referenced by the attribute Ref which contains the Dewey Identifier of the absolute location of
the block generated by VIPS. The Dewey ID of nodes are assigned in the following way: the
relative position of each node among its siblings are recorded and the concatenation of these
relative positions using a separator e.g. dot “.”, “-” starting from the root composes the Dewey
ID of nodes. For example, the block with Dewey ID, 1-2-1 is the first child of its parent 1-2. Leaf
nodes have other attributes such as the name and the URLs for links. An example of Vi-XML
document is shown on Figure 4.3.

<Block Ref="Block1-2-2" ID="f0dd5cbfbace186c1d784a9e6b9fc783" Pos=" H:10 W:928 T:938 L:46">

<Links ID="fc2175af65bcaa1f4b69b2ee3bff6e35" IDList="044abfe8a320fd384bba768ccc78884d,...

<link ID="044abfe8a320fd384bba768ccc78884d" Name="Suivez tout sur la crise financière" ...

<link ID="f18b2cd9982ba5abccb83bede6db9ca4" Name="Aide" Adr="http://help.yahoo.com/l/fr" />

</Links>

<Txts ID="778cb870ed54bf8cfd98af0ebf5a27e5" Txt=" Copyright © 2009 Yahoo! Tous droits réservés. " />

</Block>

Figure 4.3: Vi-XML file example

4.3.2 Change Operations

In this section, we give the description of operations which are used by Vi-DIFF to describe the
changes between two Vi-XML files. As mentioned in Section 4.2, we consider two types of
changes: content changes and structural changes. Detecting structural changes allows us to have
a faster algorithm and more compact delta files.

• Content change operations Content changes are modification of the content nodes in blocks.
They are modeled at the leaf node level for links, images and texts in Vi-XML files through the
following operations:

(a) Insert (b) Update (c) Move

Figure 4.4: Content changes operations

• Insert(x(name, value),y): Inserts a leaf node x, with node name and node value, as a child
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node of content node y as shown in Figure 4.4a

• Delete(x): Deletes a leaf node x.

• Update(x,attrname,attrvalue): Updates the value of attrname with attrvalue for a given
leaf node x as shown in Figure 4.4b.

• Move(x,y,z): Moves a leaf node x from content node y to content node z as shown in
as shown in Figure 4.4c. Most of the existing algorithms treat the move operation as a
sequence of delete and insert operations. The use of a move operation can have a great
impact on the size of the delta script and on its readability. It reduces the file size but
increases the complexity of the diff algorithm.

Delete, Update and Insert operations are considered as basic operations and existing algorithms
support those operations. Move is only supported by few approaches [CRGMW96, CGM97] as
discussed in Section 4.2.

• Structural changes operations

The structural changes are modifications of the leaf block nodes in Vi-XML files. Detecting
structural changes decreases the size of the delta file and makes it easier to query, store and
manage web archives. Most of all, it provides a delta much more relevant with respect to what
visually happened on the web page.

(a) Insert (b) Delete (c) Move

Figure 4.5: Structural changes operations

The operations are listed as follows:

• Insert(Bx,y,Bz): Inserts a leaf block subtree Bx, which is rooted at x, to the (leaf) block
node y, after (leaf) block node Bz as shown in Figure 4.5a.

• Delete(Bx): Deletes a leaf block rooted at x as shown in Figure 4.5b.

• Move(Bx,By): Moves sub-tree rooted at x (Bx) to the node y. After insert and/or delete
operations, the nodes are moved (shifted) as shown in Figure 4.5c.
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4.3.3 Delta files

Detected changes are stored in a delta file. We use XML to represent delta files because we
need to exchange, store and query deltas through existing XML tools. The delta files contain all
operations (delete, insert, update, move, etc.) that transform one version into another one. The
final result after applying delta file to the old version should be exactly the new version.

As far as we know there is no standard for delta files, hence we decided to build our own format.

The content changes are represented by operation tags (delete, insert, update, move) as children
of their parent block’s tag. The structural change operations such as delete and insert are added
directly to the root of Vi-Delta. For move operation in structural changes, a newRef attribute
is added to the related block, so that we can keep track of a block even if it moves inside the
structure.

Figure 4.6 shows an example of Vi-Delta. It contains three move and one insert as structural
changes operations, one delete and one update as content changes operations. We can see, in
this example, how detecting structural changes makes delta file easier to query, to manage and
to store. For instance, in our example, instead of deleting and inserting all the content of moved
blocks (B1, B2, B3), the structural move operation is used.

<xml>

<Delta FROM="V1" TO="V2">

<Delete>

<Block Ref="B3.4" />

</Delete>

<Block Ref="B2" newRef="B1" />

<Block Ref="B1" newRef="B2" />

<Block Ref="B3.1">

<Delete>

<link Name="MON UPMC"

Adr="upmc.html"/>

</Delete>

<Insert>

<link Name="ACCES DIRECT"

Adr="direct.html"/>

</Insert>

</Block>

</Delta>

</xml>

Figure 4.6: Vi-Delta

4.4 Change Detection

The Vi-DIFF algorithm has three main steps:
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• Segmentation: Web pages are converted to XML files (Vi-XML) as discussed in 4.3.1.

• Change Detection: The structural and content changes described in 4.3.2 between Vi-
XML files are detected.

• Delta file: The changes detected are saved in Vi-Delta files as described in 4.3.3.

In this section, we give the details of Vi-DIFF second step. The algorithm contains a main
part and two sub-algorithms: one for detecting structural changes and one for detecting content
changes.

4.4.1 Main Algorithm

The main algorithm detects basic structural changes. It uses the ID of each block, that represents
its content, to compare the source and destination files. This can be done efficiently by sorting
blocks by their ID value first. When a block is present in both the source and destination file, we
check its Dewey ID to see whether it has been moved. Blocks whose IDs are not matched are
then passed to the content change detection algorithm for further processing.

Algorithm 1 Vi-DIFF

Input: Vi-XML Tree1, Vi-XML Tree2
Output: Vi-Delta

1: Traverse Tree1, get list of blocks B1
2: Traverse Tree2, get list of blocks B2
3: Create Delta Tree DT
4: DetectStructuralChanges (B1, B2, DT)
5: Save DT

4.4.2 Detecting Structural changes

For blocks whose IDs are not matched, we introduce the notion of the block distance. This
allows to further restrict the list of blocks for which we will explore the content changes. To do
this, we compare the list of IDs (hash values) of contained contents (i.e. images,links and texts).

The distance measure of two blocks is defined as a function of the distance between their content
nodes. We define the distance between two leaf block nodes B1 and B2 as:

Distance(B1,B2) = 1−
∑x∈Elements Jaccard(B1(x),B2(x))

|Elements|
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where Elements = {Links, Images,Text}, is a set of IDs of its leaf nodes for element x in block
B. The Jaccard similarity coefficient measures similarity between sample sets, and is defined as
the size of the intersection divided by the size of the union of the sample sets. If Distance(B1,B2)
is greater than a threshold γ, the two blocks are considered as distinct, otherwise, they are con-
sidered as similar. This threshold allows to consider that no change has occurred if two blocks
are similar enough. The blocks that are considered as distinct are kept separately for the source
and the destination file and are passed to DetectingContentChanges algorithm detailed in the
next section.

4.4.3 Detecting Content Changes

The content changes are at the level of a leaf node, for the children nodes of Links, Images and
Texts. As Links and Images have nearly the same structure, they are treated in the same way.
For Texts, we compute text similarities, and treat them separately.

Links and Images

A “link” element (resp. a “image” element) in Vi-XML file has four attributes:

• Name holds the anchor text of the link (resp. the caption for image)

• ID holds the hash value of attributes values

• Source holds the hyperlinks

• BlockRef holds the Dewey ID of its block

Two leaf nodes are equal if their IDs are equal. There is two kind of updates for leaf nodes:
update on Name attribute or update on Source attribute. Two nodes with the same Name but
different Source or the same Source but different Names are considered as updated. Leaf nodes
with different BlockRefs are moved nodes.

By traversing two list of blocks in one iteration by comparing their IDs, we obtain all leaf nodes
for “Links” (resp. for “Images”) content node where IDs are different. We have two lists of all
leaf nodes: one for source, one for destination. An efficient way of comparing these lists is to
use merge sort algorithm based on Name attribute and traverse both lists at the same time. Each
time we detect an operation, we remove the appropriate nodes from their corresponding lists.
At the end of our iteration, all the nodes left on the list for v1 are considered deleted and all the
nodes left on the list of v2 are considered as inserted.
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Algorithm 2 CompareLeafNodes

Input: LeafNode1, LeafNode2, Type
Output: DeltaTreeNode

1: if Type != Text then
2: if LeafNode1.ID == LeafNode2.ID AND

LeafNode1.BlockRef != LeafNode2.BlockRef then
3: MOVE detected
4: else if (LeafNode1.BlockRef == LeafNode2.BlockRef) AND

((LeafNode1.Adr/Src != LeafNode2.Adr/Src) OR
(LeafNode1.Name != LeafNode2.Name)) then

5: UPDATE detected
6: end if
7: else
8: if DistanceText > φ then
9: INSERT detected

10: UPDATE detected
11: end if
12: end if
13: Create DeltaTreeNode based on detected change
14: Return DeltaTreeNode

Texts

We compute the distance between two texts to decide if it is an update operation or a delete+insert
operation. For this, we compute the proportion of distinct words between two versions. If this
value is more than a threshold, they are considered as different texts and we have two operations
(delete then insert). Otherwise, the text is considered as updated. Each text in each block is
compared separately.

4.4.4 Complexity analysis

We now briefly analyze the complexity of our algorithm. This issue is important because we do
not want that page processing becoming a bottleneck for our system.

We give the worst case complexity in which all blocks of a page changed from one version to
another without any structural changes. In this case, the Vi-DIFF algorithm has an O(nlog(n))
time complexity, where n is the total number of leaf nodes. The complexity of the traversing
each Vi-XML tree to get list of leaf nodes is O(n). To compare two list of leaf nodes, it is
O(nlog(n)) due to the merge sort algorithm. Thus, our Vi-DIFF algorithm without detecting
structural changes is log-linear and achieves a time complexity of O(nlog(n)) which is rather
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Algorithm 3 DetectContentChanges

Input: Source,Version:list
Output: DT:Delta Tree

1: Sort both lists with merge sort by attribute “Name”
2: counterS,counterV
3: while true do
4: objSource = Source[counterS]
5: objVersion = Version[counterV]
6: DeltaTreeNode = CompareLeafNodes(objSource,objVersion,type)
7: remove objSource, objVersion from their arrays if any operation detected
8: if End of Source then
9: INSERT detected for all remaining elements in Version

10: end if
11: if End of Version then
12: DELETE detected for all remaining elements in Source
13: end if
14: Add detected operations to DT
15: if |Source|= 0 and |Version|= 0 then
16: break
17: end if
18: end while
19: return DT

promising. If there are structural changes, the worst case complexity, i.e. if the whole structure
is changed, is O(mlogm) where m is the total number of blocks in source and destination file.
The web pages are usually rather small and the cases where a page completely changes from one
version to another one are very rare. In order to verify this, we measured the actual complexity
through experiments described next.

4.5 Experiments

Experiments are conducted to analyze the performance (execution time) and the quality (cor-
rectness) of the Vi-DIFF algorithm.

4.5.1 Segmentation

Visual segmentation experiments have been conducted over HTML web pages by using the
extended VIPS method. We measured the time spent by the extended VIPS to segment the page

56



4.5. Experiments

and to generate the Vi-XML document. We present here results obtained over various HTML
documents sized from about 20 KB up to 600 KB. These represent only sizes of container objects
(CO) of web pages and thus do not include external objects like images, video, etc. According to
[Kin08], the average size of web pages was about 312 KB (50 % of it is the size of CO) in 2008.
Thus, the CO’s size of the average web page is around 156 KB that we can use as a reference to
analyze our results.

Figure 4.7: Segmentation Time

We measured the performance of the segmentation in terms of execution time and output size.
Experiments were conducted on a PC running Microsoft Windows Server 2003 over a 3.19 GHz
Intel Pentium 4 processor with 6.0 GB of RAM. The execution time for the browser rendering
and the visual segmentation is shown in Figure 4.7. The horizontal axis represents the size of
HTML documents in KBytes (KB). The left vertical axis shows the execution time in seconds
for each document. The time for rendering is almost constant, about 0.1 seconds. The execution
time of the visual segmentation increases according to the size of HTML documents. The time
of the segmentation is about 0.2 seconds for documents sized around 150 KB which represents
the average size of CO in the web. This execution time seems to be a little bit costly but is
counterbalanced by the expressiveness of the Vi-XML file that really correlates with the visual
aspect of web pages. Nevertheless, this time cost should be optimized. The main idea for that
purpose is to avoid rebuilding the blocks structure for a page version if no structural change has
occurred since the former version. We are currently trying to find a method that detects directly
changes inside blocks based on the visual structure of previous versions of the document.

The right vertical axis in Figure 4.7 shows the the size of the output Vi-XML file with respect
to the size of the original HTML document. From this experiment, we can observe that the Vi-
XML document size is usually about 30 to 50 percent less than the size of the original HTML
document (for those sized more than 100 KB). This is interesting for the comparison of two
Vi-XML documents since it can help to reduce the time cost of changes detection algorithm.

57



4.5. Experiments

4.5.2 Change Detection

We conducted two types of preliminary experiments in this section: one without structural
changes and another with structural changes. For this section, tests are realized on a PC run-
ning Linux over a 3.33GHz Intel(R) Core(TM)2 Duo CPU E8600 with 8 GB of RAM.

Without structural changes

To analyze the performance and the quality of the second step of Vi-DIFF algorithm, we built
a simulator that generates changes on a Vi-XML document. The simulator takes a Vi-XML file
and generates a new one according to parameters given as input, as shown in Figure 4.8. It
also generates a reference delta file, called Vi-Sim-Delta. The two Vi-XML files are compared
with the Vi-DIFF algorithm and a Vi-Delta is generated. This simulator takes as parameters the
percentage of changes for each type of content (Links, Images,Texts) and for each operation
(insert/update/delete/move).

For example, for content Links and operation Insert (Links-Insert), 100% is given as input pa-
rameter. The simulator takes the number of links (n) in each block, and doubles by adding n
new links, and Images-Update 50% takes the number of images (m) in each block and updates
m/2 images. For the move operation, the content is always moved to next block. If it is the last
block, it is moved to first block.

Figure 4.8: Simulator

For the test without structural changes, different versions are obtained from a crawled web page
http://www.france24.com/fr/monde by using our simulator. For each type of operation (delete,
insert, update, move) the change rate is increased by 10% until reaching 100%. It means that
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the last version with 100% change rate is completely different from the original one. As links
and images are treated the same way, we observe that the execution time is the same on average.
To simplify the figure’s readability, we only give the results for links. As the change detection
part is measured in milliseconds, processor events may cause some variability on the processing
time. Thus, all the process is executed 10000 times and the results are averaged. The results are
presented in Figure 4.9.

Figure 4.9: Change Detection Execution Time

As we can see, move and update operations have nearly the same execution time because they do
not change the size of Vi-XML files, but this is not the case for insert and delete operations. The
execution time increases with the insert operation rate (more objects to compare), and decreases
with the delete operation rate (less objects to compare). Also a profiler analyzer is used to see
the details of execution time. In average, 70% of the time is used to parse Vi-XMLs and to save
Vi-Delta, 10% is used to detect if there is a structural changes, 20% is used to detect changes.

With structural changes

In order to do experiments with the processing time related to the structural changes, as the
simulator does not support the structural changes for instance, the versions with the structural
changes are obtained by modifying the segmentation rate (degree of coherence) in the VIPS al-
gorithm. It can be seen as “merge and split”of blocks which change the Vi-XML’s structure. We
do our test by using hourly crawled web pages from http://www.cnn.com. This page is selected
because it is updated frequently and contains several blocks. To give an idea about the baseline
environment, we first compare two identical Vi-XML files. The execution time is 7.3 ms. Then,
two versions hourly crawled are segmented with different segmentation rate into two Vi-XML
files. These files are compared. The execution time is 9.5 ms and the generated Vi-Delta size
is 1.8 Kb. To show the benefit of detecting structural changes in terms of the execution time
and delta file size, the Vi-DIFF algorithm was modified so it does not detect structural changes.
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Then,the same Vi-XML files are compared. The execution time is 48 ms and the generated
Vi-Delta size is 40 Kb. Because with structural change detection, we try to detect changes in
content only for similar blocks so the change detection is faster. Also, a smaller delta file is
easier to store, to read and to query.

According to our preliminary experiments, Vi-DIFF is able to detect basic operations and move
(without structural changes) correctly between two web page versions. For the CNN web page,
the total execution is between 0.1 seconds and 0.8 seconds depending on the page versions’
size. The execution time for change detection step is satisfying as it allows to process about one
hundred pages per second and per processor.

Correctness of Vi-Diff

Checking the correctness of the algorithm is merely a matter of verifying that it is able to detect
all changes between two versions (when γ = 0). To check the correctness of change detection
step, we compared all Vi-Delta et Vi-Sim-Delta files with the DeltaXML trial version [LF01].
Vi-Delta and Vi-Sim-Delta files are always identical which shows the correctness of this step of
Vi-DIFF. As the simulator is not able to make structural changes for the moment, the correctness
of delta file for this section was checked manually and we observed that Vi-DIFF is able to detect
all structural changes.

4.6 Discussions and Outlook

In this chapter, we proposed Vi-DIFF, a change detection method for web pages versions. Vi-
DIFF helps to understand what happened and changed between two page versions. It detects
semantic differences between two web pages based on their visual representation. Preserving the
visual structure of web pages while detecting changes gives relevant information to understand
modifications which is useful for many applications dealing with web pages. Vi-DIFF consists
of three steps: (i) segmentation, (ii) change detection and (iii) generation of delta file. It detects
two types of changes: structural and content changes. Structural changes (insert, delete, move)
alter the block structure of the page and its visual appearance. Content changes (insert, delete,
update) modify links, images, texts. In addition to basic operations, it supports a move operation,
if there is no structural changes. However, it does not support yet the move of content changes
when there are structural changes. This should be handled by future versions.

The proposed Vi-DIFF algorithm generates, as output, a Vi-Delta file which describes change
operations that occurred between the two versions. The structure of the produced Vi-Delta helps
to visually analyze the changes between versions. It can serve for various applications: web
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crawl optimization, archive maintenance, historical changes browsing, etc.

A simulator was developed to test the performance of the algorithm. Experiments in terms of
execution time were conducted for each step. The execution time for change detection step is
very satisfying, but the execution time cost for the segmentation step must be optimized.
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A COMPARISON OF STATIC INDEX

PRUNING METHODS WITH

TEMPORAL QUERIES

5

Temporal queries combine textual and temporal constraints and are used for searching temporal
collections like web archives. Indexing these collections might result in huge index files which
can reduce the performance of query processing. Static index pruning can be used to increase
efficiency. However, it remains unclear whether these methods are adapted for temporal queries.
More specifically, we hypothesize that pruning should preserve the temporal diversity of the
collection. In this chapter, we compare the effectiveness of four static index pruning methods
for temporal collections and show the relation between temporal diversification and retrieval
effectiveness. Evaluations are conducted using the TREC and Wikipedia collections.

5.1 Motivation

Time evolving content from the web (e.g. web archives, news archives and wikis), is attracting
more and more attention as acknowledged by national libraries and non-profit organizations who
have been crawling the web since the late 90s. Querying these collections requires the use of
temporal queries that combine temporal constraints with standard keyword queries. However,
the growing size of temporal collections (for example, Internet Archive crawled over 150 billion
web pages since 1996) implies a growing size of the corresponding index which can become a
bottleneck for query processing.
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To solve this problem, different compression techniques were proposed. Index pruning is one
of them which reduces the index size by removing information (postings) from the index. Index
pruning can be dynamic or static. Dynamic pruning depends on the query and prunes during
query processing by deciding which entries should be involved in the ranking process and if the
ranking process should stop or continue and does not reduce the index size. Static pruning re-
duces the index size by removing the entries from the index off-line, in advance, independently
from any query. It is a lossy index compression technique because it is not possible to bring the
compressed data back to its exact uncompressed form. The challenge is to decide which infor-
mation to prune without reducing significantly the retrieval effectiveness. The two approaches
are somehow complementary and in this chapter we focus on static index pruning.

None of the existing pruning techniques deals with the problem of temporal collections and us-
ing existing pruning techniques may lead to loose postings from different time periods. Consider
the example of the temporal query “Iraq War in 1991”. If the documents mentioning “Iraq War
in 2003” are more relevant than the documents mentioning “Iraq War in 1991”, the index after
pruning will have less or no relevant documents related to the first query. Ideally, the prun-
ing methods should keep the relevant documents from different time periods, i.e. they should
preserve the temporal diversity of postings. As the existing index pruning techniques were not
designed with time in mind, it is not clear if they are adapted for such a task. Investigating
whether they are adapted and, if not, how they fail, is a necessary step before working on new
temporal index pruning methods.

In this chapter, we provide a comparison of four state-of-the-art static index pruning methods
[CCF+01, CLTH12, TC11, BB10a] in terms of retrieval effectiveness.

Contributions

Our main contributions in this chapter are as follows:

• We perform the first study on an empirical comparison of static index pruning methods
for temporal queries by conducting extensive experiments, we compute the performance
of different static index pruning methods using the same datasets, TREC-LATimes and
Wikipedia collections.

• We show the relation between temporal diversity and the retrieval effectiveness based on
correlation analysis.

Organization

The remainder of this chapter is organized as follows. In the next section, we give an overview
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of related work. In Section 5.3, we present in detail four different static index pruning methods
and conduct experiments in order to evaluate those methods in Section 5.5. Finally, in Section
5.6, we conclude this chapter.

5.2 Related Works

In ad-hoc information retrieval (IR), the goal is to retrieve the most relevant documents according
to a topic or query. In order to rank, a score of relevance is computed for each document.
Indexes are used to compute these scores efficiently at query time. Static index pruning reduces
the index size by discarding the postings that are less likely to affect the retrieval performance.
The seminal work of Carmel et al. [CCF+01] was based on two simple ideas: each posting is
associated to a score, and a threshold on this score is defined to filter out a part of the postings.
The main differences between all the approaches that came latter comes from the way the score
and the threshold are defined. Scores can be related to IR weighting schemes or relevance
estimates.

In the case of Carmel [CCF+01], the score is the TF-IDF value associated with a posting. De
Moura et al. [MSA+08] proposed to use term co-occurrence information. More recently, Blanco
et al. [BB10b] used the the ratio of the probability that a document is relevant to a query over the
probability that a document is not relevant to a query (odd-ratio) is used as a decision criteria.
Another way to score postings is to use statistical tools. Chen et al. [CLTH12] proposes to use a
measure related to the contribution of a posting to the entropy of the distribution of documents
given a term. Thota et al. [TC11] compare the frequency of occurrences of a word in a given
document to its frequency in the collection. They use the two sample two proportion statistical
test to decide whether to keep a posting or not.

With respect to the thresholds, Carmel et al. [CCF+01] defines a threshold that depends on each
term in a way that preserves at least the top-k postings of this term (when ranked by their score).
A limitation of this approach is that it may retain too many postings for unimportant terms (those
that will not be important when ranking documents). In this case, it is possible to use a global
threshold (uniform pruning) for all the terms like in [TC11, CLTH12].

There are other approaches to pruning that are not variations of Carmel’s one [CCF+01]. There is
no guarantee to keep postings for each term with these approaches, they can remove all postings
for a term or they study the contribution of a term to the documents ranking.

Instead of ranking the postings per term, postings can be ranked by document. Büttcher and
Clarke [BC06] introduced another pruning method that removes the posting lists based on the
documents. For each document in the corpus, the terms of the document are ranked based on
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their contribution to the Kullback-Leibler divergence between the distribution of terms within
the document and the collection. Then, only the postings for the top-k terms in the document
are kept in the index.

Another way to prune is to remove whole postings lists for a subset of terms or documents.
Blanco et al. [BB07] proposed to remove entire posting list based on the informativeness value of
a term, in particular inverse document frequency (idf) and residual inverse document frequency
(ridf), and two methods based on Salton’s term discriminative model [SYY75], which measures
the space density before and after removing a dimension (term). This approach may remove
entire terms from the index and should be reserved to a small subset of the vocabulary. Finally,
it is possible to fully remove a document from the postings – this is related to the problem of how
retrievable a document is [AV08]. Zheng and Cox [ZC09] suggested an entropy based document
pruning strategy where a score is given to each each document based on the entropy of each of
its terms. Documents below a given threshold are then removed from the index.

In [AOU09], the seminal work of Carmel et al. [CCF+01] that ranks postings by term is com-
pared to another seminal work ranking postings by documents [BC06]. The results showed that
ranking postings by term provides a better retrieval effectiveness.

5.3 Methods

In this section, we thus focus on four static index pruning methods that rank postings by term but
which use different decision criterias (score and threshold) to prune. We selected them because
of their diversity and state-of-the-art results. We next briefly explain these four methods.

Carmel Top-K Pruning (TCP)

The work of Carmel et al. [CCF+01], TCP in short, is a pioneer work. This method is one
of the major approach in static index pruning and its different variations can be also found in
[MSA+08, BB10a].

As shown in Algorithm 4, for each term in the vocabulary of an index I, their algorithm computes
the score of the documents (based on TF-IDF in the original paper) in the posting list. Then,
for a term t, the method selects the kth highest score, zt , and sets the threshold value τt = ε∗ zt ,
where ε is the parameter used to control the pruning rate. Each entry in the term t posting list
whose score is lower than τt is considered not important and removed from the posting list.
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Algorithm 4 Carmel Top-k prune

Input: I index, k , ε

Output: Ip pruned index
1: R empty list
2: for all term t in I do
3: retrieve the posting list Pt from I
4: if |Pt |> k then
5: for all entry d ∈ Pt do
6: compute score sd for d

7: R← R∪ (d,sd)
8: end for
9: sort R

10: let zt be the kth highest score in R
11: τt = ε∗ zt

12: for all entry d ∈ Pt do
13: if sd ≤ τt then
14: remove entry d from Pt

15: end if
16: end for
17: end if
18: Ip← Ip∪Pt

19: end for
20: Ip

Information Preservation based Pruning (IP-u)

Chen et al. [CLTH12] proposed a new static index pruning method, IP-u in short, based on
the notion of information preservation. By considering an inverted index as a non-parametric
predictive model p(d|t), they concluded that pruning this model causes a loss in its predictive
power. They proposed to use conditional entropy H(D|T ) to quantify the predictive power and
minimize the loss after pruning. The conditional entropy is written as:

H(D|T ) =−∑
t∈T

p(t) ∑
d∈D

p(d|t)logp(d|t) =
1
|T | ∑t∈T

∑
d∈D

A(d, t)

where A(d, t) =−
p(t|d)p(d)

∑d′ p(t|d
′)p(d′)

log
p(t|d)p(d)

∑d′ p(t|d
′)p(d′)

where D is a set of documents and T is a set of terms, p(t) is the probability of a term being used
in a query. The distributions p(t) and p(d) are uniform. in the original work for IP-u [CLTH12].
The prune ratio is controlled by defining a threshold ε. All the entries whose uncertainty A(t,d)
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is strictly lower than ε are discarded. Note that in contrast to TCP, this might remove whole
posting list from the index.

Two-sample two-proportion based Pruning (2N2P)

Thota et al. [TC11], 2N2P in short, use statistical methods to decide which information to
prune. The 2N2P test, a two-proportion Z-test, is used to compare differences between two
random samples.

In the context of pruning, the authors compare the distributions of a term in the document and
in the collection. If they differ too much, it is necessary to preserve the corresponding posting
in the index. Otherwise the collection approximation is enough. Formally, they compute the
statistic

Z =

t ft,d
|d| −

t ft
|C|

E
with E =

√

P(1−P)(
1
|d|

+
1
|C|

)

P =
t ft,D + ct ft

|d|+ |C|

where t ft,d is the term frequency in the document d of length |d| and ct ft is the term frequency in
the collection C of length |C| (total number of term occurrences). E corresponds to the standard
deviation. Like in the previous approach a threshold ε is used to control the prune ratio. Two
different approaches are implemented for this method in [CLTH12]. In this chapter, we use the
one with a constant threshold of Z irrespective of the documents length.

Probability ranking principle based Pruning (PRPP)

Probability ranking principle, PRP in short, introduced by [Rob77], states that documents are to
be ranked "in order of decreasing probability of usefulness to the user". As stated in [Rob77],
the principle is based on the following two assumptions:

i) The relevance of a document to a request is independent of the other documents

in the collection;

ii) The usefulness of a relevant document to a requester may depend on the number

of relevant documents the requester has already seen (the more he has seen, the less

useful a subsequent one may be).

Given a document and a query, represented by the random variables D and Q, a probabilistic IR
model calculates the probability of D being relevant p(r|D,Q) and non relevant p(r̄|D,Q). It
was shown in [vR79] that the ranking produced by the odds-ratio of relevance and non relevance
is equivalent to the ranking produced by PRP.

Blanco et al. [BB10a] use this principle for index pruning purposes. The decision criteria is the
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ratio of the probability that a document is relevant to a query to the probability that a document is
not relevant to a query (odds-ratio). Given a document d, a query q, the classes of relevance r and
non-relevance r̄, the probability ranking principle suggests that we should rank the documents
in decreasing order of probability ratio p(r|d,q)/p(r̄[d,q). By assuming that the document d
is independent of the query q and that query terms occur independently from each other (term-

independence assumption) [RvRP80], this gives:

p(r|d,q)

p(r̄[d,q)
=

p(q|d,r)

p(q|r̄)

p(r|d)

1− p(r|d)

Every term in the vocabulary is considered as a single term query. As with other approaches, if
the score of term-document pair is smaller than a threshold ε, it is discarded. To compute this
ratio, the estimation of three probabilities is needed.

1. p(t|d,r), the probability of a term given a document and relevance. This query likeli-
hood is estimated by following a language model1 with Jelineck-Mercer smoothing by
approximating p(t|d,r) by p(t|d).

p(t|d) = (1−λ)pmle(t|d)+λp(t|C) where λ ∈ [0,1]

2. p(r|d), the prior probability of the relevance of a document. It is estimated as follows:

p(r|d) =
1
2
+ tanh(

dl−meandl

sddl

)∗
1
10

where dl is the document length, meandl is the mean, tanh is the hyperbolic tangent func-
tion and sddl is the standard deviation of document length in the collection.

3. p(t|r̄), the probability of a term given the non-relevance. This probability is assumed to be
equal to collection background model p(t|C) and estimated through maximum likelihood
estimation.

Random Pruning

As a lower bound baseline, we implemented a random pruning method. For each term, we
randomly choose k postings from its list and discard the rest. Results were averaged over 10
trials.

1Instead of overtly modeling the probability P(R = 1|q,d) of relevance of a document d to a query q, as in the
traditional probabilistic approach to IR, the basic language modeling approach instead builds a probabilistic language
model Md from each document d, and ranks documents based on the probability of the model generating the query:
P(q|Md). [MRS08]
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5.4 Data model

In this section, we explain how search with temporal and textual queries is processed for exper-
iments. We present the time model and then document, query and retrieval model.

5.4.1 Time Model

A discrete time model is used to represent the time, according to [BBAW10] where a temporal
expression T is represented as

T = (b,e)

where b and e are respectively the start and end date of the time window. As we want to handle
fuzzy time ranges, each b and e is a time range with a lower bound and upper bound, e.g.
b = [bl,bu].

When the temporal expression is uncertain (e.g “in 2013”), this time representation allows to
capture the inherent uncertainty – e.g. if we only know the start date and end date are in 2013,
we use T =([1/12/2013, 31/12/2013], [1/1/2013, 31/12/2013]) which means that T can refer to
any interval [x,y] where x ∈ [1/12/2013,31/12/2013] and y ∈ [1/1/2013,31/12/2013].

While filtering the temporal query results, we need to find if the time range of the document,
dtime, intersects with the time range of the query, qtime. The intersection operation correspond to
a time window where the start (resp. end) date is the intersection of the start (resp. end) date
ranges. More formally, let l = max(bl

1,b
l
2) and u = min(bu

1,b
u
2). If l ≤ u, then the start date of

the intersection is the range [l,u], otherwise it is the empty set – and likewise for the end date.

5.4.2 Document and Query Model

A document d in the temporal collection D consists of two different parts: a textual part, denoted
dtext , and a temporal part, denoted dtime. As usual in IR, dtext is represented as a bag of words.
Following [BBAW10], dtime is represented as a bag of temporal expressions (e.g publication
date) as defined in Section 5.4.

Temporal queries consist of keywords (in Q) and a set of temporal expressions. The temporal
dimension in user input can be embedded in the textual part or not, which gives two types of
queries [BBAW10]:

• Inclusive temporal queries: the temporal dimension of the query is included in the key-
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words (e.g. “earthquake 17 august 1999”). In this case, the matching is done using stan-
dard IR techniques with the date tokens as keywords.

• Exclusive temporal queries: the temporal dimension of the query is distinct from its
textual part (e.g. “earthquake”@ 08-17-1999) and is used to filter the results or in ranking
function. In this paper, we use a strict filter – i.e. a document either match or not the
temporal filter given by the query, but there is no associated score. [BBAW10] proposed a
time aware ranking method as follows: P(d|q) = P(dcontent |qcontent) ·P(dtime|qtime) but we
are not interested in obtaining a better IR model at this part of our work.

Exclusive queries are hence biased towards precision, as the system does not return documents
out of filter, whereas inclusive queries are biased towards recall.

5.4.3 Retrieval Model

For exclusive queries, we use a strict filter i.e. a document either matches or not the temporal
filter given by the query, but there is no associated score. We define the score function as follows:

score(d,q) =

{

0 if dtime∩qtime = /0

scoretext(dtext ,qtext) otherwise

For inclusive queries only the textual score scoretext(dtext ,qtext) is used. Textual relevance could
be computed according to any textual relevance model ( e.g. TF-IDF, BM25 etc.).

5.5 Experiments

We first describe dataset and settings of experiments. These will be also used for experiments in
Chapter 6. Then, we evaluate different methods presented in the previous section, and discuss
the results.

5.5.1 Setup

Documents are indexed, retrieved and the indexes are pruned using Apache Lucene. The ef-
fectiveness is measured with mean average precision (MAP), normalized discounted cumulative
gain (NDCG) and precision at 10 (P10), three standard metrics in ad-hoc IR [MRS08]. The
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pruning ratio reported in our results is the percentage of entries in the index removed by the al-
gorithms over the full index. This ratio is linked to the retrieval performance since high pruning
ratio results in less information to be processed in the index [CL13]. We use the well established
BM25 [MRS08] function for our textual score as follows:

score(q,d) =
|q|

∑
i=1

id f (qi)
t f (qi,d)(k1 +1)

t f (qi,d)+ k1(1−b+b
|d|

avgdl
)

where

• t f (qi,d) correlates to the term’s frequency, defined as the number of times that the query
term qi appears in the document d.

• |d| is the length of the document d in words (terms).

• avgdl is the average document length over all the documents of the collection.

• k1 and b are parameters, usually chosen as k1 = 2.0 and b = 0.75.

• id f (qi) is the inverse document frequency weight of the query term qi. It is computed by:

id f (qi) = log
N−d f (qi)+0.5

d f (qi)+0.5

where N is the total number of documents in the collection, and d f (qi) is the number of
documents containing the query term qi.

For TCP, we set k = 10 to maximize the precision of the top 10 documents. For IP-u, we follow
the original settings of [CLTH12], and use a Language Model with Jelineck-Mercer smoothing
(λ = 0.6) and use uniform document prior to estimate p(d|t). For PRPP, we also use a Language
Model with Jelineck-Mercer smoothing with λ = 0.6 as indicated in the original work.

5.5.2 Dataset

Web archive collections are specific due to their temporal dimension, so time must be present
in the test collection (corpus, relevance judgments etc.). There exists no “standard” web archive
dataset with temporal queries and the related relevance judgments.

Two publicly available document collections are used for our experiments. Both of them have
time related information, but they differ in their properties, which make them complemen-
tary. The first one (LATimes) is a standard test collection for static index pruning experiments

72



5.5. Experiments

[CCF+01, CLTH12, BB07, BB10b]. This allowed us to ensure that our results were in line with
those reported in [CLTH12, CCF+01].

• TREC Los Angeles Times (LATimes) [TRE04] that contains approximately 132000 arti-
cles published in Los Angeles Times newspaper in 1989 and in 1990. LATimes contains
time-stamped documents but no query and relevance judgments with temporal dimension.

• The English Wikipedia (WIKI) as of July 7,2009 that contains total of 2955294 encyclope-
dia articles. This collection is used in time-aware retrieval model tests [BBAW10, KN11].
It contains queries with time constraints and temporal expressions extracted from docu-
ment but no time-stamped documents.

In the next sections, we briefly present the collections, queries and relevance assessments used
to evaluate the methods.

5.5.3 TREC Los-Angeles Times (LATimes)

The TREC-LATimes dataset is a standard collection used for index pruning experiments. It
consists of randomly selected articles published on the Los Angeles Times newspaper in 1989
and in 1990. It contains approximately 132000 articles. For the evaluation of this dataset we use
TREC 6, 7 and 8 ad hoc topics (topics 301-450) as done in previous works [CLTH12, CCF+01].

We first present the results without any temporal dimension. Figure 5.1 plots MAP, NDCG and
P10 as a function of the amount of pruning for short (title) and long(title+description) queries.
2N2P performs better at high pruning level for both short and long queries. Both PRP and
IP-u, whose performance was nearly identical, follow the 2N2P. TCP is doing slightly worse
than the rest except for P10. Choosing k=10 to maximize maximize the precision for the top
10 documents can be the reason. All these results show that our results are in line with those
reported in [CLTH12, CCF+01].

We now return our attention to the experiments with temporal dimension. Documents’ publica-
tion dates were used as dtime, but as there was no time associated with queries and their relevance
judgments, we had to generate them from the original collection.

By using topics 301-450 and corresponding relevance judgments, we created a synthetic dataset.
For each topic, we randomly picked a time interval covered by the dataset and ran these temporal
queries over initial index. The temporal queries that return at least one result with the non-
pruned index were kept for our experiments. By following this method, we obtained 1000
exclusive temporal short (title) and long (title+description) queries for different interval types:
daily queries |qtime| = 1 day, weekly queries |qtime| = 7 days and monthly queries |qtime| = 30
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Figure 5.1: LATimes results for topics 301-450
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Figure 5.2: Time constraint Test results
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days. Experiments were conducted with daily, weekly and monthly queries, but this didn’t lead
to changes in results – we thus report weekly results only.

We call this simulation Time constraint Test where documents out of the time interval are con-
sidered as non-relevant but we kept the original relevance for the documents in the time interval.
As shown in Figure 5.2, 2N2P performs better overall with a small differences to PRP. IP-u and
TCP have achieved the bottom performance with all measures. It is not that surprising to observe
that Random performs also well because choosing random documents is a way of diversification
and the queries time intervals are also generated randomly.

As explained before, the temporal queries used with this dataset do not reflect the real temporal
information needs of the users. More precisely, the random generation of time intervals for
queries do not reflect real temporal information needs. The LATimes collection was used in
preliminary experiments to confirm the implementations; the Wikipedia corpus was then used to
perform more realistic experiments, as described in the next section.

5.5.4 English Wikipedia Dump (WIKI)

Although there is an increasing interest in temporal collections and in research related to tempo-
ral information, to the best of our knowledge, there is only one available collection with temporal
queries and corresponding relevance judgments which takes the temporal expressions in the doc-
uments into account. In [BBAW10], Berberich et al. used The English Wikipedia dump of July
7, 2009 and obtained temporal queries for this collection by using Amazon Mechanical Turk
(AMT). They selected 40 of those queries and categorized them according to their topic and
temporal granularity (daily, weekly, etc.). The relevance judgments for these queries were also
collected by using AMT and made publicly available 2.

Time constraints in queries refer explicitly to the time intervals that the relevant Wikipedia
articles refer to. In our experiments, each temporal expressions extracted from documents is
considered as the validity interval of the documents and used to filter the results of temporal
queries. We used 2330277 encyclopedia articles that contain temporal expressions, and, follow-
ing [BBAW10], considered inclusive and exclusive queries as explained in Section 5.4.2.

Figure 5.3 plots MAP, NDCG and P10 as a function of the amount of pruning for inclusive
and exclusive temporal queries. Random performs as theoretically expected unlike LATimes.
Because this collection is not based on a simulation. We observe that at low pruning levels,
the performance can be higher for pruned indexes than with not pruned ones. This shows that
pruning removes postings that would have made non relevant documents retrievable. We now
turn to comparing the different pruning methods. All methods perform better than Random.
This shows that even if they are not designed with time in mind, they are able to handle temporal

2http://www.mpi-inf.mpg.de/ kberberi/ecir2010/
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Figure 5.3: Results - WIKI results for Exclusive and Inclusive queries
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queries. Our result shows that, at small prune levels (< 0.5), all the methods differ little in
performance, and the difference at larger prune levels seems more evident.

TCP outperforms all other methods for inclusive and exclusive queries. This gap is more signif-
icant at high levels of pruning and with inclusive queries. One hypothesis is that methods using
uniform threshold can end up by pruning every term occurrences, thus they may lead to bigger
gaps. However, both PRP and IP-u performances were nearly identical for inclusive queries, the
gap increases for exclusive queries and IP-u performs better than PRP.

Another observation is that for not pruned temporal collections, inclusive queries perform better.
However, exclusive queries resist better to an increasing prune ratio. It can be related to time
filters that remove postings that would have made non relevant documents retrievable.

5.5.5 Correlation Analysis

Retrieval performances can be explained by different factors: prune ratio, query type (daily,
monthly etc.), prune method and temporal diversity. The latter corresponds to our hypothesis.
We thus further analyzed the relation between these factors and the performance. In this section,
we first define different measures for temporal diversification and then we analyze the relation
between these measures and the performance. We consider measures of diversification that
compare the time distribution of documents in the pruned index with the one in the non pruned
index or with itself.
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Figure 5.4: Time series for one query at 50% prune ratio

The time distribution of each query is given by the time series associated to the temporal dimen-
sion of the documents [Efr10, DGI08, JD07]. For each query q, we can associate a time series,
St by identifying all the documents in the temporal collection that contain the terms of t. Then
we take the sum of the number of documents based on a chosen granularity (e.g. hour, day,
week etc.) according to the documents temporal part dtime. In our work, we used the monthly
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granularity. We generate time series for each query, for each prune ratio and for each method
where data points represent the number of documents containing the query. Figure 5.4 shows a
small proportion of the time series at 50% of prune ratio for different methods. For the measures
where we compare two time series (Cross-correlation, SAX-DTW, DTW), each time series is
compared to its corresponding initial time series generated from non pruned index.

We use four different methods to compute temporal diversity: Cross-Correlation, Auto-Correlation,
DTW and SAX-DTW. We first explain in detail these measures.
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Figure 5.5: Example of cross-correlation between two time series

Cross correlation is a standard method of estimating the degree to which two series are corre-
lated. It is a procedure for measuring the similarity of one time series to another as a function of
a time-lag applied to one of them. We first define the Cross-covariance function. Let x and y to
be two time series. The cross-covariance function, ccv fx,y is defined as covariance of x and y of
length N time lag τ as follows:

σxy(τ) =
1

N−1

N

∑
k=1

(x(k)−ηx)(y(k+ i)−ηy)

where ηx and ηy are mean of time series x and y respectively. Cross-correlation is described as
the normalized cross covariance function as follows:

rxy(τ) =
σxy(τ)

σxx(0)σyy(0)
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where σxx(0) and σyy(0) are the auto-covariance at lag 0 for the time series x and y respectively.
We use the mean of the all lags as final measure.

Auto-correlation

Auto-correlation is the cross-correlation of a time series with itself. Autocorrelation refers to the
correlations of time series with its own past and future values [Dig11]. Our aim here is to check
whether the pruning method is able to keep the initial index diversification to fulfill different
temporal information needs.

Time

T
im

eS
er

ie
s1

0 10 20 30 40 50

0
10

00
0

30
00

0
50

00
0

0 5 10 15

−
0.

2
0.

2
0.

4
0.

6
0.

8
1.

0

Lag

A
C

F
Series  TimeSeries1

Figure 5.6: Example of auto-correlation of time series

Dynamic Time Warping (DTW)

Dynamic Time Warping, DTW, is a well-known algorithm which aims at comparing and aligning
two sequences of data points (e.g. time series). This method replaces one-to-one point compar-
ison, used in Euclidean distance, with many-to-one comparison, thus it can be used to compare
the time series of different lengths. Figure 5.7b shows the differences between DTW distance
and Euclidean distance [PMP12].

DTW works by warping (hence the name) the time axis iteratively until an optimal match be-
tween the two sequences is found. We can construct a n∗m distance matrix. In this matrix, each
cell (i,j) represents the distance between the i-th element of sequence A and the j-th element of
sequence B. The distance metric used depends on the application but a common metric is the
euclidean distance. Finding the best alignment between two sequences can be seen as finding
the shortest path to go from the bottom-left cell to the top-right cell of that matrix. The length
of a path is simply the sum of all the cells that were visited along that path. The further away
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(a) DTW example for two strings (b) DTW versus Euclidean for time series

the optimal path wanders from the diagonal, the more the two sequences need to be warped to
match together. We use [Gio09] for our implementation.

Symbolic Aggregate Approximation(SAX-DTW)

In our context, it can be more appropriate to measure the structural distance. Symbolic Aggre-
gate Approximation (SAX) is a novel symbolic representation for time series recently introduced
in [LKLC03], which has been shown to preserve meaningful information from the original data
and produce competitive results for classifying and clustering time series.

The basic idea of SAX is to transform a time-series of length n into the string of arbitrary length
ω, where ω <= n typically, using an alphabet of size greater than 2. To convert a time series into
symbols, it is first normalized, and two steps of discretization are performed. First, a time series
T of length n is transformed into a Piecewise Aggregate Approximation (PAA) representation3.
Next, to convert the PAA coefficients to symbols, they determine the breakpoints that divide
the distribution space into α equiprobable regions, where α is the alphabet size specified by the
user (or it could be determined from the Minimum Description Length). In other words, the
breakpoints are determined such that the probability of a segment falling into any of the regions
is approximately the same. Once the breakpoints are determined, each region is assigned a
symbol. The PAA coefficients can then be easily mapped to the symbols corresponding to the
regions in which they reside [RLG+10].

Figure 5.7 shows an example of SAX for two time series. First one is the the time series for one
query generated from non pruned index. The second one (second row) is the time series for the
same query after pruning. SAX words generated from time series can be compared according to
existing distance metrics. In our experiments, we used DTW as explained in detail below and as

3PAA divides the time series of length n into w equal-sized segments; the values in each segment are then approx-
imated and replaced by a single coefficient, which is their average. is their average. Aggregating these w coefficients
forms the Piecewise Aggregate Approximation (PAA) representation of the time series.
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Figure 5.7: Example of conversion of two time series of length 53 into a word of length w=8

seen in Figure 5.7a4.

We analyzed the relation between the difference of MAP to the not pruned MAP (MAPd) and
those four factors by using 4-way no interaction analysis of variance (ANOVA) as follows:

Y1,2,3,4 = a1 +b2 + c3 +d4 + ε1,2,3,4

where Y1,2,3,4 is the measured performance (MAPd), a1 is the prune ratio effect, b2 query type
effect, c3 prune method effect, d4 temporal diversity effect and ε1,2,3,4 is the error.

Effect Df Cross-Correlation Auto-Correlation SAX-DTW DTW
F value µ2

p F value µ2
p F value µ2

p F value µ2
p

Temporal Diversity F(1,1094) 365.70*** 0.05 291.79*** 0.05 563.04*** 0.11 232.45*** 0.02
Prune Ratio F(1,1094) 111.90*** 0.08 188.70*** 0.12 75.63*** 0.04 235.86*** 0.13
Query Type F(4,1094) 4.07** 0.01 4.5404** 0.01 8.32*** 0.01 7.97*** 0.01
Prune Method F(4,1094) 9.852*** 0.02 10.9142*** 0.02 5.79*** 0.01 8.88*** 0.01

Table 5.1: 4-way no interaction ANOVA results with Significance codes: ‘***’ 0.001 / ‘**’ 0.01

For the experiments in this section, we cannot take the overall prune ratio as it can vary be-
tween topics. We thus take the average prune ratio for terms of each query and group them into
intervals. We measured the four different approaches between the non pruned time series for
each query and the time series generated for each query, for each method and for each prune

4http://www.cnel.ufl.edu/ kkale/dtw.html
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ratio. We first did the ANOVA test to see the significance of the relation between factors. The
results are covered in Table 5.1. Each row indicated a measure (MAPd)-effect combination and
each main column represents different temporal diversification measures. Statistics, such as F
value, degree of freedom (Df), are given for each case. Eta-squared µ2

p is used to measure the
effect size. For all three methods, all the main effects except “Query Type” are significant for
p < 0.001. Analysis shows that query type and prune method have relatively small effect sizes,
however, prune ration and temporal diversity measures have greater influence on the retrieval
performance.

To better interpret these relations, the correlation between two vectors is measured using Pear-
son’s correlation coefficient (r) for each prune ratio pr. One vector contains the MAPd values
at pr and the other vector contains the measure (e.g. cross-correlation, DTW etc.) values at pr

for each query. We underline that we are working with a small dataset (40 queries with 1220
documents with relevance judgments). All the results can be found in Table 5.2.

For cross-correlation, when the cross-correlation value increases, it means that two time series
are similar and MAPd value should also increase. So, this correlation should be positive overall
which is also the result of our experiments except a few negative correlations. When autocorre-
lation increases, it means that the time series is stationary and it does not contain any significant
temporal diversity, thus MAPd should decrease. Correlation should be negative. However, the
results we obtained for autocorrelation are overall positive. This shows that the autocorrela-
tion is not an appropriate measure to define the relation between temporal diversification and
the system performance. For SAX-DTW and DTW when the distance between time series in-
creases, MAPd should decrease which leads to the negative correlation. According to Table 5.2,
we observe that SAX-DTW is the best fitting measure.

5.6 Conclusion

In this chapter, we compared the retrieval performance of four static index pruning methods
with temporal queries. None of the tested methods were designed with time in mind but we have
shown that they work well on our test collection. However, there is room for improvement, in
particular, by taking advantage from the link between diversification and performance that we
showed in this chapter.

There are several temporal dimensions associated with search results for different queries and
the users can be interested in any of these dimensions. In the next chapter, we investigate new
pruning methods that keep both most relevant and most temporal diverse postings in the index.
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Method Prune Ratio Cross-correlation Auto-correlation SAX.DTW DTW
1 TCP 0.1 -0.046 0.088 -0.178 0.049
2 TCP 0.2 -0.103 0.029 -0.195 0.409
3 TCP 0.3 0.662 0.635 -0.553 0.462
4 TCP 0.4 0.678 0.622 -0.209 0.383
5 TCP 0.5 0.019 0.036 0.078 -0.299
6 TCP 0.6 0.613 0.730 -0.500 0.224
7 TCP 0.7 0.411 0.452 -0.287 -0.111
8 TCP 0.8 0.117 0.179 -0.064 -0.101
9 TCP 0.9 0.366 0.444 -0.421 0.134

10 TCP 1 0.129 0.138 -0.254 -0.048
11 IP-u 0.1 0.019 0.014 -0.028 0.661
12 IP-u 0.2 -0.066 0.006 -0.271 0.079
13 IP-u 0.3 -0.002 -0.003 -0.277 0.670
14 IP-u 0.4 0.054 0.030 0.033 -0.089
15 IP-u 0.5 -0.053 -0.057 -0.112 -0.026
16 IP-u 0.6 0.344 0.109 -0.514 -0.125
17 IP-u 0.7 0.209 0.161 -0.283 0.066
18 IP-u 0.8 0.417 0.390 -0.540 0.507
19 IP-u 0.9 0.153 0.316 -0.282 -0.173
20 IP-u 1 0.333 0.305 -0.373 -0.286
21 2N2P 0.1 0.024 0.022 -0.033 0.228
22 2N2P 0.2 -0.007 -0.029 -0.121 0.224
23 2N2P 0.3 0.025 0.065 -0.237 0.153
24 2N2P 0.4 -0.018 -0.015 -0.014 -0.048
25 2N2P 0.5 0.137 0.176 -0.157 -0.007
26 2N2P 0.6 0.438 0.377 -0.304 0.019
27 2N2P 0.7 -0.077 -0.080 0.081 -0.217
28 2N2P 0.8 -0.066 0.064 -0.297 0.087
29 2N2P 0.9 0.056 0.201 -0.148 -0.181
30 2N2P 1 0.107 0.219 -0.149 -0.456
31 PRP 0.1 0.025 0.023 -0.029 0.244
32 PRP 0.2 0.144 0.003 0.273 -0.411
33 PRP 0.3 0.054 0.077 -0.213 0.049
34 PRP 0.4 0.338 0.238 0.062 -0.250
35 PRP 0.5 0.447 0.450 -0.260 -0.058
36 PRP 0.6 0.377 0.177 -0.716 0.056
37 PRP 0.7 0.054 -0.093 -0.448 -0.243
38 PRP 0.8 0.432 0.161 -0.104 -0.310
39 PRP 0.9 0.364 0.463 -0.669 -0.385
40 PRP 1 0.208 0.290 -0.306 -0.237

Table 5.2: Correlation results values all
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DIVERSIFICATION BASED

STATIC INDEX PRUNING

APPLICATION TO TEMPORAL COLLEC-
TIONS

6

Temporal collection are intrinsically big, leading to index files that do not fit into the memory
and an increase in query response time. Decreasing the index size is a direct way to decrease
this query response time. As discussed in Chapter 5, in the context of web archives, it seems
necessary to preserve the temporal diversity of the archive after pruning.

In this chapter, we propose a diversification-based static index pruning method. It differs from
the existing pruning approaches by integrating diversification within the pruning context. We
aim at pruning the index while preserving retrieval effectiveness and diversity by maximizing a
given IR evaluation metric like DCG. We show how to apply this approach in the context of web
archives. Finally, we show on two collections that search effectiveness in temporal collections
after pruning can be improved using our approach rather than diversity oblivious approaches.

6.1 Motivation

The major challenges with temporal collections are the efficient storage and retrieval of infor-
mation. Querying these collections requires the use of temporal queries that combine standard
keyword queries with temporal constraints. The results of such queries can be obtained by using
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time-aware ranking models that rank the documents based on temporal and textual similari-
ties [BBAW10, KN10] or by filtering out the topically relevant documents with time intervals
[Nut03].

As discussed and showed in the previous chapter, pruned indexes should preserve the tempo-
ral diversity of postings. This issue is related to the problem of search result diversification

that aims to improve user satisfaction according to different information needs. Search results
should be optimized to contain both relevant and diverse results. A number of search result di-
versification methods are proposed [WCO11, AGHI09, CG98]. We base our work on coverage
based diversification, which is an optimization problem of an objective function related to both
relevance and diversity of the results. In our case, the objective function is an IR metric adapted
to diversification.

As diversification is computationally intensive, we chose to follow a static pruning approach
where postings are pruned off-line. To the best of our knowledge, static index pruning and
search result diversification were never studied together. In this chapter, we propose a new
approach that we name Diversification-based static index pruning.

Assume that for a query q, a set of results are obtained in an initial index without any pruning.
There are several aspects associated with each result and the users can be interested in any of
these aspects. The question is then: in which order the results should be re-ranked before prun-
ing to be still able to satisfy the users different intents when the same query is executed on the
pruned index? We show how to apply our approach on temporal collections by using temporal
diversification. Although in our context we focus on temporal coverage, the method can also be
applied to non-temporal collections with different diversification categories. To achive this, we
need to define related aspects for each term to deal with explicit diversification for index prun-
ing. We do not have this problem with temporal dimension as we define the temporal aspects,
we are able to associate them to each term. It is not an impossible task, for example, one can
study the related works to term-level diversification or to aspect detection. As it is out of this
thesis scope, we do not realize experiments for non-temporal collections.

Contributions

Our main contribution in this chapter is as follows:

• We take into account diversification in the context of index pruning and propose a variation
of the standard greedy algorithm.

• We show how to apply this method to temporal diversification index pruning by defining
the temporal aspects associated to a query.

• We perform experiments on two datasets that were modified for the task of retrieval in web
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archives and show that our approach is stable and works better than other index pruning
strategies.

Organization

The rest of this chapter is organized as follows: Section 6.2 puts our work into context with
related research. In Section 6.3, we introduce our model for Diversification based static index
pruning. Section 6.4 shows how to apply our approach to temporal collections. Section 6.5
describes the series of experiments and analysis. We conclude and discuss future work in Section
6.6.

6.2 Related Works

In ad-hoc information retrieval (IR), the goal is to retrieve most relevant documents according to
a topic or query. In order to determine a ranking of documents, a score of relevance is computed
for each document. Indexes are used to compute these scores efficiently at query time. As we
aim to keep both most relevant and most diverse postings in the index, our work is related to two
IR domains, namely Static Index Pruning and Search Results Diversification. Related works for
static index pruning were presented in Chapter 4. In this chapter, we discuss related works on
search result diversification.

Result diversification aims to return a list of documents which are not only relevant to a query
but also cover many subtopics of the query. The approaches can be classified as explicit and
implicit [Ahl12].

Implicit methods consist in evaluating a similarity measure between documents and to use this
information to select diverse documents by discarding too similar documents. One of the earliest
approaches [CG98], Maximal Marginal Relevance (MMR), select documents by computing a
score which is a linear combination of a novelty score (dissimilarity) and the original relevance
score. The various approaches based on MMR differ mostly by how the similarity between
documents is computed [ZCL03, WZ09].

Explicit methods suppose that the different aspects of a query can be computed along with the
extent to which a document is relevant to each of these aspects. The most representative work
based on explicit methods is that of Agrawal et al. [AGHI09] where the authors propose to
maximize the probability of an average user finding at least one relevant result. They assume
that an explicit list of subtopics is available for each query. Recently, Welch et al. [WCO11]
observed that this approach falls into random document selection after choosing one document
for each subtopic.
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Coverage based diversification corresponds well to our problem of finding temporally diverse
results since we can define temporal aspects explicitly as shown in Section 6.4.1. We want
to keep in the index the results that cover many different aspects (e.g. temporal aspects) for
the given query. A way to avoid this random document selection is to use a criterion based
on the maximization of an IR metric. This type of criterion is used to learn to rank in ad-
hoc IR [BJKN10, SKB+12] and has recently been applied to diversification [BJKN10]. In this
latter work, the authors use a performance measure based on discounted cumulative gain, which
defines the usefulness (gain) of a document depending on its position. Based on this measure,
they suggest a general approach to develop approximation algorithms for ranking search results
that captures different aspects of users’ intents. However, no experiments were conducted.

Our work is related to [BJKN10] in that we optimize a IR metric. However, we use it for index
pruning and define algorithms to perform this optimization efficiently along with a definition of
temporal aspects related to a given user query.

Our aim in this chapter is not to propose a new diversification approach but to use diversification
for static index pruning. Thus, we simply apply an approach similar to [BJKN10] by using
explicit methods instead of MMR in the original work.

6.3 Diversification Based Static Index Pruning

Existing static index pruning methods can discard relevant documents for some aspects of a
query (e.g. subtopics) as they do not take the result diversification into account. For example,
with non diversification-aware pruning strategies, the reviews about a product could be restricted
to those associated with the highest ratings, or in the case of temporal information, to those
associated with a given range in time. In this section, we propose a method for static index
pruning by taking into account the diversification of results.

6.3.1 Problem Formulation

In order to define a criterion for diversification-based static index pruning, we need to know
which queries might be asked by users, which aspects are associated to the queries and how
documents are linked to these aspects (i.e. how relevant is the document with respect to this
query aspect). We define Q as a set of queries that a user can ask, Wq as the set of aspects of
a query q ∈ Q. We show in Section 6.3.4, how we approximate the distribution over queries Q

and in Section 6.4 the distribution over aspects Wq. All the notations that we use throughout this
chapter are summarized in Table 6.1.

88



6.3. Diversification Based Static Index Pruning

Notation Description
q query
Q a set of queries
t term
D a set of postings
M an evaluation metric
w aspect

Wq a set of aspects of query q
S a sub-set of postings

Table 6.1: Notation used in this chapter

In order to define a criterion, we chose to follow the approach taken by some works on learning
to rank (learning the parameters of a search engine) that try to optimize directly an IR metric like
in [CZ06, XLL+08]. This approach is interesting, since it directly tries to optimize a measure
which is related to the user satisfaction, and on the other hand, it allows to easily integrate our
diversification requirements.

We can now define the criterion that we want to optimize. Given a set of postings D, an evalua-
tion metric M, a number of postings to preserve k, we would like to find a set of postings S∗ that
maximizes M:

S∗ = argmaxS⊆D,|S|=kE(M|S) (6.1)

If we suppose we can estimate the probability that each individual query q ∈ Q is asked, we can
compute this expectation as a sum over all the possible queries. This gives:

E(M|S) = ∑
q∈Q

P(q) ∑
w∈Wq

P(w|q)E(M|q,w,S) (6.2)

where P(q) is the probability of a user issuing query q and P(w|q) is the distribution on the
aspects of query q with ∑w∈Wq

P(w|q) = 1. In practice, we assume that the queries are reduced
to one term (Section 6.3.4) and define what (temporal) aspects a query q is associated with by
different means (Section 6.4.1).

6.3.2 Optimization

We now turn to the problem of optimization of Equation 6.1, which is known to be NP-hard
[AGHI09, Car11]. However, there are known algorithms that give in practice good approxi-
mations. In our work, we use the standard greedy algorithm heuristic that we describe in this
section.
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This heuristic is based on the submodular nature of the function given in Equation 6.1.

Definition 1. Consider a set X and a function f defined on 2X . f is said to be submodular if for
any two subsets A and B in 2X , the following holds:

f (A)+ f (B)≥ f (A∩B)+ f (A∪B)

Intuitively, a submodular function satisfies the economic principle of diminishing marginal re-
turns, i.e., the marginal benefit of adding a document to a larger collection is less than that of
adding it to a smaller collection [AGHI09]. Equation 6.2 has been shown to be submodular for
metrics like DCG [BJKN10] that we use in our work.

The greedy algorithm is the most commonly used since it offers guarantees on the objective
function value and works well for a wide range of problems. It chooses the best solution that
maximizes (or minimizes) the objective function (also known as marginal function or cost func-
tion) at each step, independently from the future choices. Finally, all the best local solutions
are combined to get the global optimal/suboptimal solution. As proved in [NWF78], the greedy
algorithm ensures that the value of the objective function for the approximation is at least (1-1/e)
times the optimal one.

We adapt the greedy algorithm to Equation 6.1, as shown in Algorithm 5. The greedy algorithm
uses two sets: X for available items and S for selected items. S can be initialized with some
items or can be empty. Then, the algorithm iterates over X and adds the best element (according
to the objective) to S until |S|= k. The posting pi that has the highest value for objective function
is chosen as follows:

pi = argmaxpE(M|Si−1∪{p})

Intuitively, the documents that can provide coverage for many query aspects should be placed in
the beginning of the ordering so as to maximize the objective function.

Algorithm 5 Diversify - Greedy Algorithm

Input: k (target), S the set of all postings, f (S′) = E(M|S′)
Output: The set of optimal postings S∗

1: S∗ = /0

2: while |S∗|< k do
3: p∗← argmaxp 6∈S f (S∪{p})
4: S∗← S∗∪{p∗}
5: end while
6: return S∗
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6.3.3 Metric family

We use the DCG measure (Discounted Cumulative Gain) [MRS08] as our metric M since it
is a well-established IR metric that allows an efficient pruning algorithm (Section 6.3.5) to be
defined. DCG can be written as the sum of gain and discount functions as follows:

DCG = ∑
j≥1

c( j)g(d j) (6.3)

where c( j) is a decreasing discount factor1, and g(d j) is the gain function for a document d j,
representing the value of the document for the user. This value is usually defined as a function
of the relevance of the document, where the relevance can take several value ranging from 0 (not
relevant) to 5 (excellent result). In the following, we suppose that M belongs to the DCG family
but any other metric that allows an efficient pruning algorithm can be used.

By choosing a decaying function as a discount function, DCG focuses on the quality of the top-
k results. Intuitively, in the context of pruning, choosing a metric M that has a bias towards
top ranked results is interesting since this will help to establish a balance between relevance
(adding one more result dealing with the same query aspect) and diversity (adding one more
result dealing with another query aspect).

The definition of DCG as a sum over ranks allows to get a closed form formula where the
relevance of each document is explicit. Starting from Equations 6.3, we get:

E[M|q,w,S] = ∑
j≥1

c( j)E[g(d j)|q,w,S] (6.4)

Since we don’t know the relevance of the documents to the query q, we define the expectation
E[g(d j)|q,w,S] of the gain as the probability of relevance P(d j|w,q) of document d j for query
q. The probability is directly given by an IR model and it is equal to zero if w is not an aspect
of d j. Note that we could relax this latter requirement by allowing documents to be more or less
relevant to the aspects, but we did not consider this in this work. From Equations 6.2 and 6.4,
we get:

E[M|S] = ∑
q

P(q) ∑
w∈Wq

P(w|q) ∑
j≥1

c( j)P(d j|q,w,S) (6.5)

6.3.4 Query Generation Model

We now turn to the estimation of the distribution over the queries q ∈ Q. As we work on static
index pruning which is applied off-line, we do not have any knowledge over Q. As an approxima-
tion like in [BB10b], we assume that each query consists of one single term. More sophisticated

1Usually set to 1/ log(1+ j) as in this paper
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strategies would involve using query logs and/or using co-occurrence information, but we leave
this for future work.

Starting from Equation 6.5, we get:

E[M|S] = ∑
t

P(t) ∑
w∈Wt

P(w|t) ∑
j≥1

c( j)P(d j|t,w,S) (6.6)

As discussed in Section 6.3.2, it is shown that the greedy algorithm still achieves (1-1/e) ap-
proximation even in the more general settings of using a submodular function with a logarithmic
discount function [BJKN10].

We hence use a greedy algorithm to find the best posting to add to the current postings list.
The above equation allows us to define an efficient algorithm to find this posting, as we explain
below. First, the probability of a document d to be relevant given a term t, an aspect w and a set
of selected postings S is:

P(d|t,w,S) =

{

P(d|t) if pt,d ∈ S and w matches d

0 otherwise

We want to choose the posting that will maximize the criterion of Equation 6.5. Given a docu-
ment d that contains the term t, we first define ∆(S, pt,d) as the change in the value of the criterion
that we would get by adding to S the posting pt,d 6∈ S for a document d and term t.

Let l = (dt,w, j) j be the list of Nt,w documents whose postings {pt,dt,w, j} j
belong to the already

selected postings S, ordered by decreasing probability of relevance2 P(dt,w, j|t,w), and let rt,w be
the first rank where p(d|t,w) > p(dt,w,r|t,w). In this case, adding pt,d to the posting list will
change:

• the rank of all the documents after rank rt,w, computed in (1) - Equation 6.7

• the gain of the document d will be added to the DCG value, computed in (2) - Equation
6.7

All the above allows us to define the increase in DCG as:

∆(S, pt,d) = P(t) ∑
w∈Wt

P(w|t)×
[

c(rt,w)P(d|t,w)
︸ ︷︷ ︸

2

+
Nt,w

∑
j=rt,w

(c( j+1)− c( j))P(dt,w, j|t,w)
︸ ︷︷ ︸

1

] (6.7)

2We discard those with a probability 0 as they will not change the value of the criterion
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A naive approach to selecting the best posting by computing explicitly the list of documents l

would be too computationally expensive O
(

∑t∈V |Pt |
3|Wt |

)
. We propose the Algorithm 6 that

computes the next best posting to select; the overall complexity is given by O
(

∑t∈V |Pt |
2|Wt |

)
,

i.e. the complexity is quadratic with respect to the size of the posting list for a term t and linear
with respect to the number of considered aspects Wt . It reduces the complexity from cubic time
to quadratic time.

The Algorithm 6 shows how to get the next best posting for a given term. For each round of the
greedy algorithm, we just need to compute the next best posting for the term corresponding to
the selected postings. The proposed algorithm is bottom-up, that is, for each term we start from
the less relevant documents first, allowing us to optimize the computation of the sum (1 + 2) in
Equation 6.7.

We take as inputs a list of tuples, Pt , a set of selected postings S, a set of aspects W and a mapping
m from the documents to the powerset of aspects W , i.e. for each document, it keeps the list of
aspects such that P(d|t,w) 6= 0. Pt consist of tuples (di, p(t|di)) that contain document (di), its
score based on the probability of relevance p(t|di). S is used to track which postings are already
selected. The set of aspects W is a set of tuples (tw, pw) where tw is the number of selected
postings and pw = p(w|t) gives the distribution over the aspects for the given term. Aspects
have also associated properties (like the times windows in web archives) but this is not relevant
for the algorithm. In the following, we access parts of the tuples by using them as functions, e.g
di(Pt) refers to the di entry of the ith element of the list.

In the algorithm, each aspect w in W is associated to a state given by rw and ∆w, where rw holds
rank position of the current pdi,t in the postings associated to aspect w. ∆w holds the value of the
last sum in Equation 6.7 up to rank rw.

The core of the algorithm is the computation of the Equation 6.7 (lines 10-16) which combines
the relevance score of the document di with respect to p(t|di) and a diversity score. Starting
from the bottom of the list Pt , for each document, we traverse each aspect associated with this
document. If the posting was not selected in the previous execution of the algorithm, its score
is calculated according to Equation 6.7 (line 15) by adding the current ∆w to the gain for the
document. Otherwise, ∆w is updated (line 12) and the current rank rw is decremented. When we
have checked all the list, we can return the best posting along with the change in the criterion
(up to the scaling by p(t)).

6.3.5 Pruning

There are different ways to estimate the probability P(t) that should reflect how likely a user
is to issue the query t. We could assume that P(t) is uniformly distributed, but preliminary
experiments have shown that this did not work well. Another option would be to use query
logs to estimate the probability of a term to occur in a query. However, query logs (with non
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Algorithm 6 NextBest(Pt ,S,W,m): Get the next best posting for term t

Input: Pt list for term t (di, p(t|di)) ordered by decreasing p(t|di)
S the list of selected postings
W sets of aspects as tuples (tw, pw)
m a mapping between documents and a subset of W

Output: Next best posting for term t along with the delta in the criterion
1: maxdelta← 0
2: maxdoc← 0
3: r← empty map, ∆← empty map
4: for w ∈W do
5: rw← tw
6: ∆w← 0
7: end for
8: for i = |Pt | → 1 do
9: score = 0

10: for all w ∈ m(di) do
11: if pt,di

∈ S then
12: ∆w← ∆w +(c(rw +1)− c(rw))× p(t|di)
13: rw← rw−1
14: else
15: score← score+(∆w + c(rw +1)× p(t|di))× pw

16: end if
17: end for
18: if score > maxdelta then
19: maxdelta← score
20: maxdoc← di

21: end if
22: end for
23: return (i,maxdelta)

anonymized queries) are not publicly available.

In this work, we circumvent the problem of estimating P(t) by optimizing each term indepen-
dently of each other. This amounts at setting P(t) such that we preserve a pre-determined number
of postings for each term.

Algorithm 7 gives the pseudo-code following this approach. For a given index with vocabulary
V , we compute the top-k best postings by calling NextBest defined in the previous section. After
each call, we update the aspects where the selected posting appear to increment the size of the
list associated with the aspects. We keep in the index the top-k postings and discard the other
postings. If k is the same for all terms in the vocabulary, it is called uniform top-k pruning.
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Our approach can be also used with other pruning methods like the ones proposed in [CLTH12,
TC11] by defining a global threshold ε rather than choosing top-k for each term. In that case,
Algorithm 3 would need to be updated, but we don’t detail this in this chapter.

Algorithm 7 Diversified Top-K Pruning

Input: for each term, the desired number of postings kt , the ordered list of postings Pt , the set
of aspects Wt and the mappings mt between documents and the subsets of aspects.

Output: P the optimal set of postings
1: P← /0

2: for all t ∈V do
3: St ← /0

4: while |St |< kt do
5: (i,∆)← NextBest(Pt ,St ,Wt ,mt)
6: St ← St ∪{pt,di(Pt)}
7: for w ∈ mt(di) do
8: r(w)← r(w)+1
9: end for

10: end while
11: P← P∪St

12: end for
13: return P

6.4 Temporal Static Index Pruning

In this section, we show how to use diversification based static index pruning to ensure temporal
diversity in temporal collections. Documents and queries are associated to temporal aspects (i.e.

a set of time spans). We use [BBAW10] as main time model to define temporal aspects and the
mapping the aspects to documents and queries.

We define a temporal aspect as a time window, i.e. a time interval. A query (resp. a document)
can refer to a set of temporal aspects Wq (resp. Wd). While we suppose that the set of temporal
aspects for documents is known (e.g. the validity time interval in web archives), this is not the
case for queries since we do not know them in advance.

More precisely, given a term t, we now need to determine what are its different temporal aspects
Wt and their importance by defining a distribution over Wt as discussed in Section 6.3.1.

In the following, we define three different strategies. The first two are based on fixed-size time
windows spanning the entire time range. The only parameter is the duration (size) of time
windows. However, this strategy may fail when the term is related to events whose temporal
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span vary. For example, the term “olympics” depend on the year, on the other hand, the term
“earthquake” can take a place any time and its time span can vary based on the collection and
the magnitude of the earthquake. To handle this case, a dynamic strategy based on a mixture of
gaussians is proposed.

Temporal expressions, and how to match a document to a query were presented in detail in
Chapter 4. We use the same models in this chapter. We explain in detail our three different
strategies to define the temporal aspects Wt of a term.

6.4.1 Temporal Aspects Model

We now turn to the problem of estimating the set of temporal aspects given a term/query t, and
the distribution P(w|t), as needed by Equation 6.6. This is the last part we need to define in
order to perform static index pruning.

For each term-query t in the vocabulary of the document collection D, we can associate a time
series, St by identifying all the documents in the temporal collection that contain the term t.
Then we take the sum of the term frequencies based on a chosen granularity (e.g. hour, day,
week etc.) according to the documents temporal part dtime. If the document spans various time
intervals, we add it to each one. In our work, we used the day granularity. Figure 6.1 shows a
time series generated for the term ’disaster’ on Los Angles Times collection of TREC.

Figure 6.1: Histogram for term ’disaster’ in Los-Angeles Times (TREC)

Fixed-sized Windows

In this model, the time series of a term is partitioned into equal, fixed sized (γ) windows.

Selecting the correct window size is an important issue for fixed-windows. When a small size is
chosen, the number of total windows will increases and this becomes a bottleneck for big data
collections. When a big size is chosen, with the decreasing number of windows, we will slowly
start to diversify less. In setting the window size, we suppose that each term has a different time
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pattern. Hence, instead of using an uniform window size for all the terms, we propose to use an
adaptive window size for each term, denoted γt .

There have been many attempts to choose a good bin width for histograms like ours. Scott
[Sco79] proposed an approach based on the standard deviation, that was improved by Freedman-
Diaconis [FD81]. The latter work replaces the use of standard deviation with the interquartile

range (IQRN), the distance between the first and third quartile. The Freedman-Diaconis rule is
known to be more robust to outliners, which is important for us to detect events in our timelines,
and thus we adopted this method. Formally, we use the following window size for term t:

γt = 2IQRN−1/3

The simple window strategy consists in using fixed sized non-overlapping windows. Formally,
a window is represented as wk = [s+ k× γt ,s+(k+1)× γt ] where s is an offset and k ∈ Z. We
further assume that P(w|t) follows uniform distribution, i.e. P(w|t) = 1

N
where N is the number

of non empty windows.

The sliding window strategy uses overlapping windows of fixed length. Formally, a window is
represented as wk = [s+ k/2× γt ,s+(k/2+1)× γt ]. As in the previous model, we assume that
P(w|t) follows a uniform distribution.

Figure 6.2 shows simple windows (in blue on the left) and sliding windows (in green on the
right).

Figure 6.2: Example for fixed windows

Dynamic Windows

In the above models, we considered windows of fixed size. However, events vary in duration. In
the dynamic windows model we do not force the windows to have a fixed size but we detect the
time windows based on the distribution of the documents over time.
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In order to do this, we use a probabilistic clustering based on Gaussian mixture models (GMM)
of the data distribution. This probabilistic model assumes that all the data points are generated
from a mixture of a finite number of Gaussian distributions with unknown parameters. Each
distribution can be thought of as a cluster. The probability of generating a time stamp x with the
GMM is given [Bis06]:

p(x) =
K

∑
k=1

πkN (x|µk,σ
2
k)

where the parameters πk are the mixing coefficients, which must sum to 1 and N (x|µk,σ
2
k) is a

Gaussian distribution defined by its mean µk and variance σ2
k .

A standard methodology consists in using the Expectation Maximization (EM) algorithm to
estimate the finite the mixture models corresponding to each number of clusters considered and
using the Bayesian Information Criteria (BIC) to select the number of mixture components,
taken to be equal to the number of clusters [FR98]. The EM algorithm is an iterative refinement
algorithm used for finding maximum likelihood estimates of parameters in probabilistic models.

Choosing an appropriate number K of clusters is essential for effective and efficient clustering.
The standard way to estimate K is to start with one cluster and slowly increase the number of
clusters. At each K, the log-likelihood obtained from the GMM fit is used to compute BIC. The
optimal value of K is the one with the smallest BIC. In this paper, this approach is used.

Finally, for each cluster with a mean µ, variance σ2 and weight ρ, we associate a time window
[µ−σ,µ+σ] with P(w|t) = ρ.

Smoothing

While we increase the importance of documents associated with several temporal aspects, we do
not want to penalize too much highly relevant document associated to a few or only one aspects.
In order to do this, we use a smoothing by defining a new window dubbed the Global window

G. This window contains spans all the time range of term t, i.e. all the documents belong to the
global window. Following to this, we redefine the distribution of temporal aspects as follows:

P(G|t) = λw

P∗(w|t) = (1−λw)∗P(w|t)
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Figure 6.3: Example for dynamic windows

6.5 Experiments

In this section we present our experimental evaluation for the proposed approach. The exper-
iments are conducted by using two publicly available collections presented briefly in Chapter
4:

• TREC Los Angeles Times (LATimes) [TRE04] that contains approximately 132000 arti-
cles published in Los Angeles Times newspaper in 1989 and in 1990. LATimes contains
time-stamped documents but no query and relevance judgments with temporal dimension.
We propose two different simulations to add temporal dimension to the collection: All

relevant Time constraint and Time constraint Test

• The English Wikipedia (WIKI) as of July 7,2009 that contains total of 2955294 encyclope-
dia articles. This collection is used in time-aware retrieval model tests [BBAW10, KN11].
It contains queries with time constraints and temporal expressions extracted from docu-
ment but no time-stamped documents.

In this collection, the temporal expressions are extracted from the text and used as the
validity interval of documents.

Settings: Documents are indexed, retrieved and pruned using Apache Lucene3. Our implemen-
tation does not update the document lengths after pruning. The effectiveness is measured with
mean average precision (MAP) and normalized discounted cumulative gain (NDCG), two stan-
dard metrics in ad-hoc IR [MRS08]. Both are biased towards top-ranked results, but they exhibit
a different behavior. BM25 is used as the scoring function as detailed in Chapter 5.

The pruning ratio reported in our results is the percentage of postings in the index removed by
the algorithms. When the query contains a time constraint, we use it to filter out documents for
which no time window intersects one of the query, i.e. qtime∩dtime = /0.

3http://lucene.apache.org/
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6.5.1 TREC Los-Angeles Times (LATimes)

In addition to the Time constraint Test explained in the previous chapter, we also conducted
(All relevant Time constraint) to check the behavior of our pruning methods. We consider any
document from the specified time period containing at least one of the keywords to be relevant.

Figure 6.5 plots MAP, NDCG and P10 measures as a function of the amount of pruning for
weekly temporal queries for All relevant Time constraint test. The first observation is that for all
kind of queries TCP significantly performs worse than other methods. For queries with pruning
ratio smaller than 50%, our three proposed approaches performs slightly better than others.
However, 2N2P does better at higher pruning level.

In our second test, called Time constraint Test, documents out of the time interval are considered
as non-relevant but we kept the original relevance for the documents in the time interval. As
shown in Figure 6.4, 2N2P performs better at high pruning level for both long and short queries
while our approaches is slightly better at low level pruning. The difference with respect to All

related Time constraint Test is that IP-u stays behind TCP and the gap between 2N2P and our
methods gets bigger at low pruning level.

6.5.2 English Wikipedia Dump (WIKI)

The LATimes collection was used in preliminary experiments to confirm that our approaches
perform similarly to the existing ones; the Wikipedia corpus was then used to perform more
realistic experiments.

Figure 6.6 plots MAP and NDCG as a function of the amount of pruning for inclusive and
exclusive temporal queries. The results for initial index and the results obtained with topics 301-
450 without temporal dimension are coherent with the baseline methods [CLTH12, CCF+01].
We can observe than that at low pruning levels, the performance can be higher for pruned indexes
than with non pruned ones. This just shows that pruning removes postings that would have made
non relevant documents retrievable.

We now turn to comparing the different pruning methods. TCP, which performs worst with LA-
Times collections, significantly outperforms both IP-u and 2N2P. Two of our methods, namely
Simple and Sliding, perform better than all the others whatever the query type(inclusive or ex-
clusive), and the gap between methods increases with the pruning level. This shows that our
time-based diversification method works well.

However, our third method, based on dynamic windows, did not perform as well contrarily to
our expectations. It can be related to number of clusters chosen as input for GMM as discussed
in Section 6.4. The clusters obtained did not cover all the documents for some terms - in this
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Figure 6.4: Time constraint Test results
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Figure 6.5: All relevant Time constraint results
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Figure 6.6: WIKI overall results
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case, we chose the closest cluster.

6.6 Conclusion and Discussion

We studied the problem of search result diversification in the context of index pruning. We
proposed a new approach called diversification based static index pruning that decides which
postings to prune by taking into account both the (estimated) relevance of the documents and
the diversification of the results: For each term, we preserve the top-k postings that maximize a
chosen IR metric (DCG in this paper) using a greedy algorithm, and discard the rest. In order to
perform this pruning efficiently, we proposed an algorithm for selecting the next best posting to
preserve.

Our original motivation was to explore index pruning strategies for temporal collections, since
these collections are characterized by large index sizes. We thus applied our diversification-
based index pruning method to take into account the temporal dimension. This was achieved
by associating to each possible term-query a distribution over time windows (time range with a
start and end date), based on the time windows associated to each of the documents containing
the term at hand. We proposed three different approaches to compute namely Simple, Sliding
and Dynamic windows.

Our experiments were conducted on two publicly available collections: LATimes and WIKI.
The LATimes collection does not contain the temporal information needs, and was used to show
that our approach is competitive with state-of-the-art pruning algorithms. The experiments on
WIKI showed that Simple and Sliding methods perform better overall for temporal queries, but
we were unable to show good results with the more sophisticated dynamic strategy.

This work is the first one dealing with the (temporal) diversification based index pruning. As
such, many different extensions and enhancements of our approach are possible and will be
explored in future work.
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Today we live in a digital world in which information can be communicated rapidly and effi-
ciently on the Internet, over the web. It also means that our cultural heritage is taking a new
digital form everyday. However, all the information found on the web has an ephemeral nature,
i.e. they can disappear or be modified at any moment. As noted by the UNESCO1, disappear-
ance of heritage in whatever form constitutes an impoverishment of the heritage of all nations.
Thus, national libraries and non-profit organizations have been crawling the web since the late
90s to archive it.

The purpose of preserving the digital heritage is to ensure that it remains accessible to the public.
The next step is to proceed means of access to these archives, and this has barely started to attract
more and more attention. This thesis studied some problems encountered for accessing web
archives and focused on different points; namely, new access methods and optimization methods.
More specifically, we addressed the following challenges and contributed the following:

• To satisfy information needs of web archives users, we proposed a data model, as well
as operators to manipulate them, as the basis of a query language for web archives. This
model is inspired from existing models like [RGM03, MMM97]. However, it differs in
two different ways: 1) we take different topics in web pages into account by using visual
blocks as an unit of retrieval with corresponding importance 2) we propose new operators
with temporal dimension taking the web archives issues into account.

• We proposed a new coherence-oriented navigation method. We first started by describing
the coherence in web archives and the issue of coherence while navigating. Then, we
proposed a new method based on time patterns that enables users to navigate through

1https://en.unesco.org/
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more coherent versions. The experiments were conducted on simulated data and showed
that it improved coherence while navigating.

• We proposed a new change detection algorithm that detects differences between two web
pages (or two versions of the same page) based on their visual representation. Preserving
the visual structure of web pages while detecting changes gives relevant information to
understand modifications which is useful for many applications dealing with web pages.
We also presented the different applications of web change detection.

• Pruning is crucial for web archives since they grow quickly and their index does not fit into
the memory. We hence studied how the existing static index pruning methods deal with
temporal queries. We also discussed the relation of results to temporal diversification.

• We proposed a new static index pruning method based on diversification. It is the first
study that integrates diversification within the pruning context. Our aim was to preserve
retrieval effectiveness and diversity by maximizing a given IR evaluation metric like DCG
while pruning. We showed the application of this new method on time-diversification
and proposed three different models to define temporal aspects. The experiments were
conducted on two publicly available dataset and show that our approach improves over
the traditional pruning methods.

In the rest of this chapter, we will outline our plans for future work, and discuss possible research
topics beyond what has been addressed in the thesis.

7.1 Outlook

In this section, we give an outlook for our contributions and in the next section we discuss other
related research topics.

Querying: The first important task is to implement our language model proposed in Chapter
2 with an appropriate user-friendly syntax. We want to underline the fact that in this thesis we
clarify the requirements of WAC query language formally. It can be implemented as a new query
language or as an extension of an existing query language. For example the Pig project and its
associated language, Pig Latin, seem appropriate for this: Since a few years, web archiving in-
stitutions and researchers turned their attention to the solutions based on Hadoop on which Pig
based. For instance, the Internet Archive processes their archives using Hadoop and Pig. The
Apache Hadoop software library is a framework that allows for the distributed processing of
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large data sets across clusters of computers using simple programming models2. Pig is a plat-
form for analyzing large data sets and is built on Hadoop and provides ease of programming,
optimization opportunities and extensibility. Pig Latin is a relational data-flow language and is
one of the core aspects of Pig. It provides extensive support for user defined functions as a way
to specify custom processing that we can implement our new operators with.

Navigation: We proposed a coherence-based navigation based on patterns which is simple time
model for changes on the web pages. Thus, a better temporal model to estimate web page
changes can be exploited for coherence oriented navigation. Further improvements imply work-
ing on a priori and a posteriori solutions.

To ensure a better a posteriori coherence, we would need to go beyond treating navigation as
a one-step process, i.e. between two pages. Indeed, navigation is a process that consists in
following several successive hyperlinks. This raises other research problems like getting lost
in time as explained in Chapter 3. Figure 7.1 gives an example: Consider a user who starts
to navigate from URL1 at time t. By following the most coherent version at each step (e.g.

the arrows in green), the user can find herself/himself away from the start point t. When the
coherence is measured between pages, another problem raised is to decide which versions to
consider (e.g. arrows in red) and how to aggregate the coherence measure.

Figure 7.1: Navigation illustration

To ensure a better a priori coherence, we could leverage recent works [FLL08, Lev11] for the
web that models how users navigate the web topology by attaching probabilities to links, giv-
ing rise to a probabilistic automaton, i.e. a Markov chain. They present a new metric called
potential gain for measuring the navigation potential of a web page. By using this metric, they
semi-automate the navigation by probabilistically constructing a tree whose most relevant trails
are presented to the user. This can be used to optimize crawling as crawlers follows hyperlinks
on the pages, by defining a threshold and letting crawlers follow the hyperlinks with a potential
gain greater than this threshold. In addition, by extending this model, we can define a temporal
potential gain to predict the navigation on the web archives in order to reduce the user access
latency problem of web archives.

2http://hadoop.apache.org/
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Change Detection: From the “Preservation” point of view, change detection is necessary to
ensure the quality of archives (e.g. after format migration like ARC to WARC), to detect format
obsolescence due to evolving technologies. We are actually working on integration of Vi-DIFF
algorithm on European Project SCAPE for quality assurance on web archives.

Immediate extensions for our work are as follows:

• detecting splitting and merging of blocks as structural changes

• extending simulator to generate new versions including structural changes

• proposed algorithms can be optimized by using more efficient methods e.g. by using se-
mantic hashing function [SH09]. It outputs binary strings for documents such that similar
documents result in strings with a low Hamming distance3.

Reducing access time: Extensions on static index pruning is multifold. First, from a model
point of view, we could use more realistic distributions over queries (e.g. using query logs, or
term co-occurrence information) and over time windows (e.g. by using other clustering algo-
rithms).

Second, we can explore the behavior of index pruning with more sophisticated time-aware rank-
ing models like those exposed in [BBAW10], where the matching between time intervals is not
boolean anymore but is real-valued. This approximate matching could be exploited to reduce
further the index size.

Finally, one of the challenges in the context of web archives, besides the temporal dimension, is
redundancy: different versions of the same document can be present in the document collections.
The changes between the versions are likely to be small for most of documents, and this should
be exploited by keeping only a few (ideally one) of the postings (for the same term) correspond-
ing to the different versions of the document. This would however require the development of a
specific test collection based on web archive crawls with related temporal queries and relevance
judgments.

7.2 Open research topics

The research problems that we addressed in this thesis are among several of the problems that
need to be dealt with for efficient access to web archives. Beyond the topics of this thesis, there

3The Hamming distance between two strings of equal length is the number of positions at which the corresponding
symbols are different

108



7.2. Open research topics

are still a lot of opportunities for further investigation. In the following, we outline two promis-
ing topics for future research:

Retrieval Models for Web Archives: A time-aware ranking method ranks documents that are
textually and temporally similar to a query and ranks retrieved documents with respect to both
similarities. Most of the proposed time-aware ranking models focus on fresh information re-
trieval. For example, language models that take into account publication times of documents, in
order to favor more recent documents are proposed in [DGI08, LC03, EG11]. All these methods
use the publication date as temporal dimension. Recently, [BBAW10, KN10] proposed methods
for temporal information needs by using both document publication date and temporal expres-
sions in the documents. They adapt the well-known retrieval models for web archives without
taking into account the redundancy, incompleteness and coherence in web archives. Hence, de-
signing ad-hoc retrieval models for web archives is an interesting future work direction. For
instance, such retrieval models can find a set of relevant and diverse (temporally and textually)
results.

Web Archives Recommender Systems: With the explosive growth of information available
on Web, it has become more challenging to find relevant information. Recently, Web-based
Recommender Systems (WRS) were widely applied in order to guide the user and improve the
usability of the Web. However, as far as we know, it has never been studied in the context of
web archives. Many data mining techniques such as association rule mining, sequential pattern
discovery, clustering etc. used for WRS should be extended based on temporal dimension to be
used in web archiving context in order to guide the user and improve the usability of the Web
archives.
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SUMMARY IN FRENCH A

L’objectif principal de cette thèse est d’étudier comment accéder aux archives web et comment
optimiser les méthodes d’accès. Dans ce chapitre, nous décrivons nos motivations et les ques-
tions de recherche étudiées dans cette thèse. A la fin de ce résumé, nous présentons l’organisation
de la thèse.

A.1 Motivations

Le web joue un rôle crucial dans notre société de l’information en fournissant des informa-
tions pour tous types d’événements, des opinions et des développements au sein de la société.
Aujourd’hui, le web est un miroir de la population qui l’utilise. Cependant, le web a un ca-
ractère dynamique qui signifie que les pages, et souvent des sites entiers, sont en constante
évolution, i.e. les pages sont fréquemment modifiées ou supprimées. Ntoulas et al. a découvert
que 80% des pages web ne sont plus disponibles après un an. L’archivage du web est devenue
une nécessité culturelle de préserver les connaissances pour la prochaine générations. Les ar-
chives web qui contiennent des milliards de versions de pages obtenues en téléchargant et en
revisitant les pages web, représentent donc une source d’information énorme, potentiellement
supérieure au web lui-même. Cela fait de l’archivage du Web un domaine de recherche actif
avec de nombreuses questions ouvertes comme l’otimisation du crawling, les modèles de sto-
ckage etc. Une vue d’ensemble des principaux problèmes est présentée dans différents travaux
[Mas06, HY11, WNS+11]. Figure A.1 représente les principaux enjeux du archivage du web.

Internet Archive (IA) est l’archive web pionnière fondée en 1996 en tant que société à but non
lucratif à San Francisco, USA. IA contient environ 10 pétaoctets de données et se développe
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au rythme d’environ 100 téraoctets par mois (données de 2012). En automne 2001, IA a lancé
son projet en collaboration avec Alexa Internet appelé "Wayback Machine". Il permet aux uti-
lisateurs de voir des versions capturées de pages Web au fil du temps et c’est le plus connu des
méthodes d’accès aux archives web. Cependant, il exige que les utilisateurs sachent à l’avance
URL exacte à rechercher. Pour une URL donnée, les résultats sont affichés dans un calendrier en
fonction de leurs dates de capture et l’utilisateur peut parcourir une version de la page. Les autres
méthodes actuellement fournis sont des méthodes d’accès Web bien connues : la recherche plein
texte et la navigation dans l’intervalle de temps requis.

FIGURE A.1 – Key issues in web archiving
[HY11]

Le nombre croissant des archives nationales
web et la diversité des recherches connexes a
conduit à la création de l’International Inter-
net Preservation Consortium à Paris en 2003.
Le but de l’IIPC est de développer des normes
communes, outils et techniques pour l’ar-
chives web. Un des projets actuels de l’IIPC,
appelé WERA, est une solution d’accès aux
archives pour la recherche et la navigation. Il
permet une recherche plein texte en addition
au wayback machine. Ces méthodes sont suf-
fisantes pour les utilisateurs occasionnels qui
représentent la plus grande proportion des uti-
lisateur du web. Selon Web Archiving User
Survey [RvB07a], les profils des utilisateurs
d’archives web se composent des historiens,
des journalistes, des avocats, des étudiants, etc plus que d’utilisateurs occasionnels. Il est éga-
lement souligné que la principale raison de l’utilisation des archives web est une activité de
recherche : les utilisateurs d’archives web ont besoin d’analyser, de comparer et d’évaluer l’in-
formation. Pour atteindre cet objectif, les systèmes d’archivage Web doivent fournir des outils
pour exécuter des requêtes complexes. Par example, classement des résultats par pertinence en
prenant en compte la dimension temporelle pour les requêtes temporelles (mots clés avec des
contraintes de temps), comme “Turquie tremblement de terre@[1998-2000], est le défi le plus
étudié au monde de la recherche sur les archives web.

D’autre part, les différents projets et les bibliothèques nationales se sont interressés davantage
à l’accès depuis quelques années. UKWAC (Archives de la Bibliothèque nationale web Angla-
terre) a de nouvelles fonctionnalités, telles que montrer des résultats sous forme de vignette
d’instantanés, comme Wall 3D ou visualisation de n-gramme qui enrichissent visuellement les
expériences des utilisateurs. Récemment, WebArt (web archive retrieval tools) 1 a proposé de
nouvelles interfaces qui permettent de visualiser la fréquence, l’analyse des cooccurences des
mots comme le montre la Figure A.2.

1http//www.webarchiving.nl/
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(a) Co-Word analysis (b) Outlink analysis

FIGURE A.2 – Example of webART interfaces

Les archives web croissent rapidement. Par example, les archives web de la Bibliothèque du
Congrès croissent à un rythme d’environ 5 téraoctets par mois. Il y a clairement un besoin pour
un accès rapide et efficace vu la taille croissante des archives, comme les rchives du web finlan-
dais pour 148 millions de contenus (par exemple des pages html, PDF, images, etc), Canada Wa
170 millions de contenus, Patrimoine numérique de la Catalogne pour 200 millions de contenus
Pour mettre à jour les systèmes d’indexation, certaines approches changent la structure des in-
dex inversés en ajoutant une dimension temporelle, en plus de celle que proposent différentes
méthodes de partitionnement. Des versions idenqisue d’un même document sont créées lorsque
les documents sont récoltés à plusieurs reprises à partir des sites web sélectionnés. Cela induit
une perte de mémoire et il va devenir très fastidieux pour ceux qui utilisent une archive web si
de nombreuses copies d’un même document web sont présentés à l’utilisateur. Par conséquent,
la possibilité de définir quand un document a changé est un autre défi pour l’archivage du web.

L’archivage du Web est une discipline vaste et en expansion. Différents défis et orientations
futures de la recherche sont soulignés dans les travaux récents [Kan09, WNS+11]. Il est clair
qu’il existe un besoin pour des approches pratiques et efficaces pour l’accès aux archives web.
L’objectif de cette thèse est d’identifier et d’étudier certains des problèmes liés étant donné le
vaste du sujet et proposer des approches que les solutions à ces problèmes. Dans la section
suivante, nous allons présenter les problèmes de recherche abordés dans cette thèse.

A.2 Questions de recherche

Tel que mentionné dans la section précédente, la question principale est comment accéder aux

archives web et comment optimiser cet accès ? Les motivations montrent que le sujet est vaste
et large, donc nous avons réduit notre recherche aux quatre principaux sujets suivants : Interro-

gation, Navigation, Détection des changements, Réduction du temps d’accès.
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A.2.1 Interrogation

Comme nous l’avons mentionné précédemment, le profil des utilisateurs d’archives web diffère
de celui des utilisateurs occasionnels : ils ont besoin d’analyser, de comparer et d’évaluer l’in-
formation. Ainsi, pour l’analyse et l’exploitation efficace, une interface qui prend en charge les
requêtes déclaratives et complexes est nécessaire. Ces requêtes doivent être évaluées en interprè-
tant en même temps comme une collection temporelle des documents de texte, en tant que graphe
navigable orienté, et comme un ensemble de tables relationnelles stockant des métadonnées des
pages Web (longueur, URL, titre, etc.). Le classement (ranking) et les opérateurs relationnelles
doivent être également définis sur les pages et les liens pour filtrer et récupérer uniquement les
meilleurs résultats pour les requêtes en prenant la dimension temporelle en compte. Ainsi, la
première question de recherche que nous nous posons est :

RQ2 : Quelles sont les exigences, le modèle de données et les opérations pour définir

un langage de requête pour les archives web ?

A.2.2 Navigation

La navigation est l’une des méthodes de recherche utilisés sur le web. Elle permet de suivre
des liens hypertexte et de naviguer sur des pages Web à partir d’une page Web source. Sur les
archives web, chaque page doit être reconstruit. Chaque hyperliens dans les pages web archivées
sont reconstruits pour permettre aux utilisateurs de naviguer comme en temps réel sur le web.
Supposons une page web crawlée le 19 Août 2009 contenant un hyperlien vers “ www.lip6.fr”.
Lorsque l’utilisateur commence à naviguer à partir de cette version et suit ce lien hypertexte, elle
ne doit pas être redirigé vers le “ www.lip6.fr” d’aujourd’hui. Voilà pourquoi toutes les pages
Web des liens hypertexte sont modifiées afin de pointer vers les versions correspondantes tem-
porellement dans l’archive. Le défi commence ici parce que les archives web peut ne constituent
pas une copie exacte du web tel qu’il était à tout moment - parce qu’elle sont intrinsèquement
incomplètes. Cela signifie qu’il n’est pas possible de geler le web tout en crawlant pour empê-
cher les pages de changer, et en même temps il n’est pas possible d’analyser tout le web tout le
temps. Si les liens hypertextes de la page source ne sont pas analysés en même temps de la page
source, à quelle version l’utilisateur doit être dirigé ? Ainsi, la deuxième recherche question qui
nous interesse est :

RQ2 : Comment optimiser la navigation pour permettre aux utilisateurs de naviguer

à travers les versions les plus cohérentes par rapport au temps de la requête ?
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A.2.3 Detection des changements

Detecter les changements entre les versions de la page est un enjeu important dans le contexte
de l’archivage Web. Ce sujet touche à plusieurs questions clés présentées dans la Section A.1.
Une approche de détection de changement efficace permet d’optimiser les crawleurs en décidant
si la page doit être crawléz ou non à la volée. Différents modèles peuvent être définis en fonction
des changements sur les pages et un robot peut être programmé en fonction de ces modèles. Par
exemple, si une page contient une mise à jour à un instant donné, alors il est bon de la crawler
juste après ce point de temps. [SPG11]. Cependant, le crawling est un processus ouvert aux
erreurs. Il peut arriver que les données essentielles est manquée par le robot et donc pas capturée
et conservée. Pour créer une archive web de haute qualité, en faisant l’assurance de la qualité
est essentielle, par exemple, en comparant la version live de la page avec la juste rampé un.
Pour la question clé stockage, une approche de détection de changement permet d’éliminer (ou
presque) les doublons déconnecté d’augmenter l’efficacité de la recherche en diminuant la taille
de l’archive. Du point de préservation, la détection de changements est nécessaire pour garantir
la qualité des archives ( par exemple après une migration de format de ARC à WARC), pour
détecter l’obsolescence des formats SUITE à l’évolution des technologies. En ce qui concern
l’accès, l’évoluation de pages Web peut être présentée visuellement en montrant les changements
par rapport aux versions précédentes. Par conséquent, la question de recherche suivante est :

RQ3 : Comment savoir, de comprendre et de quantifier ce qui s’est passé (et donc

changé) entre deux versions d’une page Web ?

A.2.4 La réduction du temps d’accès

Une façon courante d’accéder aux archives web est l’utilisation de requêtes temporelles qui com-
binent mot-clés avec des contraintes temporelles. La taille croissante des archives web nécessite
de grands espaces disque, qui conduit au grande fichiers d’index qui ne tiennent pas dans en
mémoire. En conséquence, le moteur de recherche a besoin de beaucoup d’accès disque, ce qui
augmente le temps de réponse aux requêtes. L’élagage statique réduit considérablement la taille
des indexes sans modifier significativement les performances de récupération en supprimant les
entrées de l’index qui sont moins susceptibles de modifier le classement des documents top-
k récupérés par l’exécution des requêtes. Il ne nécessite aucune connaissance sur les requêtes
puisqu’appliquée hors ligne. Différentes méthodes d’élagage d’index statiques se sont avérés
efficace (e.g. [CCF+01, BC06, BB07]). Cependant, aucune des méthodes existantes ne prend la
dimension temporelle en compte et ils ne sont jamais testés sur des requêtes temporelles. Ainsi,
une question de recherche se pose ests :

RQ4 : Comment les méthodes existantes d’élagage d’index statiques fonctionnent

en présence de requêtes temporelles ?
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Considérons la requête “ France Election présidentielle”. Elle peut générer différentes requêtes
temporelles en lui ajoutant différentes contraintes temporelles(e.g. @2012, @2007 ou @[2007-
2012]). L’index élagagé devrait être en mesure de fournir des résultats qui répondent aux dif-
férents besoins d’information temporelle. Idéalement, la méthode d’élagage devrait garder les
documents provenant de différentes périodes de temps, i.e. de préserver la diversité temporelle
après l’élagage. Notre dernière question de recherche est :

RQ5 : Comment élagager les indexes en prenant la diversification de temps en

compte ?

A.3 Contributions

Nos contributions se composent d’amélioration d’approches existantes et aussi de nouvelles
approches. Dans cette section, nous donnons un résumé de ces contributions en indiquant la
question de recherche correspondant et les chapitres où les détails peuvent être trouvés.

A.3.1 Interrogation

Contribution 1 : Nous proposons un modèle conceptuel, ainsi que les opérateurs
permettant de les manipuler, comme base à langage de requête pour les archives
web. Dans notre modèle, nous prenons en compte les différents sujets dans les
pages web en utilisant des blocs visuels comme une unité de récupération, avec
une importance associé. L’approche basée sur les blocs est utilisé pour la recherche
d’information sur le web, toutefois, à notre connaissance, elle n’est jamais utilisée
avec dimension temporelle. Les opérateurs de navigation avec dimension temporelle
permettent aux utilisateurs d’exécuter des requêtes sur des archives web structure
hypertexte temporelle. Le modèle et les opérateurs enrichis avec la dimension tem-
porelle permettent de faciliter l’interrogation archives web. Cette contribution est
une solution à RQ1, qui seront discutés en détail dans le Chapitre 2.

A.3.2 Navigation

Contribution 2 : En exploitant des patterns réguliers, nous proposons une nouvelle
navigation axée sur la cohérence qui améliore la qualité de la navigation dans les
archives web en permettant aux utilisateurs de naviguer dans la page la plus cohé-
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rente versions à la fois de la requête donnée. Cette contribution est une solution à
RQ2 sera discutée en détail au Chapitre 3.

A.3.3 Detection des changements

Contribution 3 : Nous proposons un nouvel algorithme de détection de changement
qui détecte des différences entre deux pages web (ou deux versions de la même
page) sur la base de leur représentation visuelle. Préserver la structure visuelle des
pages Web tout en détectant les changements permet de comprendre les modifica-
tions, ce qui est utile pour de nombreuses applications traitant de pages Web. Il
détecte deux types de changements, les changements structurels et le contenu. Cette
contribution est une solution à RQ3 discutée en détail dans le Chapitre 4.

A.3.4 La réduction du temps d’accès

Contribution 4 : Nous effectuons la première étude sur une comparaison empirique
des méthodes d’élagage d’index statiques pour des requêtes temporelles. En outre,
nous étudions, par des test statistiques, la relation entre la diversification temporelle
et la qualité de l’index après élagage. Cette contribution est une solution à RQ4
discutée en détail dans le Chapitre 5.

Contribution 5 : Nous proposons la première méthode pour l’élagage statique l’in-
dex qui prend la diversification de résultats en compte. Ensuite, nous montrons
comment utiliser l’élagage statique index basée sur la diversification pour assurer
la diversité temporelle dans les collections temporelles. Cette contribution est une
solution à RQ5 qui sera discuté en détail au Chapitre 6.

A.4 Outline

Cette thèse comprend deux parties differents. La prémière présente des méthodes d’accès aux
archives web, tandis que la seconde présente les méthodes d’optimisation de l’accès aux archives
web. Chaque partie contient différents chapitres qui correspondent aux différentes questions de
recherche.

Dans la première partie, Chapitre 2 présente les conditions requises pour un langage de requête
pour accéder aux archives web. Il présente un modèle de données, les opérateurs pour ce lan-
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guage. Dans le chapitre 3, la nouvelle méthode de navigation est proposé pour les archives web
en prenant la cohérence en compte.

Dans la deuxième partie, Chapitre 4 présente un algorithme de détection de changement et de
ses différentes applications dans le cadre de l’archivage web. Le chapitre suivant présente la
première étude qui compare comportement de quatre méthodes d’élagage statiques d’index avec
des requêtes temporelles. Le Chapitre 6 présente une nouvelle méthode l’élagage statique in-
dex basée sur la diversification et on montre son application aux collections temporelles. Nous
concluons en décrivant futures directions de recherche.
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EXISTING OPERATORS FOR WACQL B

This section present existing operators of WACQL (Chapter 2). Like SQL, the WACQL algebra
works on sets/bags of tuples with an additional data type blocks. We present the predicates and
the operators.

B.1 Predicates and Functions

In this section, we present two kind of predicates: temporal predicates and logical full-text

predicates.

B.1.1 Temporal predicates

Our model uses Allen’s interval-based representation of temporal data [All83b] where intervals
are the primitive time elements. Each element is temporally stamped by a time range, called
validity, defined as a time interval [ts, te) where ts represents a starting time point and te is an
ending time point. now is introduced to point the current time and is assumed to be larger than
any known end time point. In order to explain operators we will use two periods: p1 = [t1s, t1e)
and p2 = [t2s, t2e). Operators have the following common signature as follows:

op : period× period→ bool
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• Before and After: The before/after operator takes two periods as input, checks if the
ending point of the first period is smaller/greater than the starting point of the second one
and returns a boolean.

p1 BEFORE p2 is true if and only if t1e < t2s, otherwise it is false. p1 AFTER p2 is true
if and only if t2e < t1s, otherwise it is false. p2 AFTER p1 is true if p1 BEFORE p2 is
false.

• Overlaps: This operator checks if two periods has overlapping sub-period. p1 OVER-
LAPS p2 is true if and only if t1s ≤ t2e and t2s ≤ t1e are both true.

• Meets: Two period meet if and only if the ending point of first one is the starting point
of second one. p1 MEETS p2 is true if and only if t1e = t2s. if p1 MEETS p2 is true, p2
MEETS p1 is true.

• Equals: This operator checks if two periods are equal. p1 EQUALS p2 is true if and only
if t1s = t2s and t1e = t2e are both true.

• During: This operator checks if one period is included in the other one. p1 DURING
p2 is true if and only if t1s ≤ t2s and t1e ≥ t2e are both true. It worths to note that
p1DURINGp2 6= p2DURINGp1

• Starts: The starts operator checks if the second period starts with the first period. p1
STARTS p2 is true if and only if t1s = t2s and t1e ≤ t2e are both true.

• Finishes: The finishes operator checks if the first period end with the second period. p1
FINISHES p2 is true if and only if t1e = t2e and t2s ≤ t1s are both true.

B.1.2 Logical Text Predicates

AND, OR, NOT, CONTAINS, LIKE are supported.An AND finds matches that satisfy all of the
operand full-text selections simultaneously. An OR finds all matches that satisfy at least one
of the operand full-text selections. A NOT selects matches that do not satisfy the operand full-
text selection. CONTAINS supports complex searches for terms. LIKE compares values using
simple pattern matching with wildcards.
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B.1.3 Temporal functions

In our model, in addition to Allen’s predicates, we define also the following temporal operators:

• Max/Min: We define MAX(t1,t2) as returning t2 and MIN(t1, t2) to return t1 if t1 < t2.

MAX/MIN : period→ instant

• T-Union: This operator takes two period as input and returns a period. p1 T-UNION
p2 returns a new period p3 = [MIN(t1s, t2s),MAX(t1e, t2e)) if p1 OVERLAPS p2 or p1
MEETS p2 is true, otherwise it is undefined.

T −UNION : period× period→ period

• T-Intersect: This operator takes two periods as input and returns the overlapping period
for these two periods. p1 T-INTERSECT p2 returns a period p3= [MAX(t1s, t2s),MIN(t1e, t2e))

T − INT ERSECT : period× period→ period

• Minus: This operator takes two periods. If they overlap, it returns a new period, otherwise
it is undefined. p1 MINUS p2 returns a period p3 = [t1s,MIN(t2s, t1e)) if t1s < t2s and
t1e ≤ t2e are true. It returns p3 = [MAX(t2e, t1s), t1e) if t1e > t2e and t1s ≥ t2s are true.

B.2 Operators

B.2.1 Unary Operators

The unary operators that we use are listed as follows;

• Select: This operator retains only some subset of the data that is of interest according
to a given predicate, while discarding the rest. Unlike conventional selection, temporal
selection takes a temporal predicate. The predicate is also checked for nested elements.

• Project: The projection selects certain attributes from a set/bag and discards the other
attributes.

• GroupBy: It is often necessary to group the data that is related in some way, so that they
can be processed together. This operator needs to be extended for temporal and nested
elements.
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B.2.2 Binary Operators

The binary set operators that we use are listed as follows:

• Union: The union operator is similar to its relational counterpart; it combines two sets.
Union calls T-Union for flat timestamped elements. On the other hand, for the (temporal)
nested elements (e.g. blocks), union is defined recursively.

• Intersect: The intersection of two sets A and B is the set/bag that contains all elements of
A that also belong to B. Union uses T-Intersect for flat timestamped elements. Like union,
it is defined recursively for the (temporal) nested elements.

• Difference: The difference of sets/bags A and B is the set/bag of all elements of A which
are not also elements of B. For temporal attributes Minus operator is used. Like other
set/bag operators, difference is defined recursively for the (temporal) nested elements.

• Cartesian Product: For sets/bags A and B, the Cartesian product AxB is the set of all
ordered pairs (a, b) where a ∈ A and b ∈ B.

• Temporal Cartesian Product: Temporal Cartesian product is a conventional Cartesian
Product that is applied independently at each point in time, and requires an intersection of
the timestamp attributes (e.g. T-Intersect defined in Section B.1.3).

• Join: It returns cartesian product of two sets/bags filtered by predicates.

• Temporal Join: It returns temporal cartesian product of two sets/bags filtered by predi-
cates.

B.2.3 Aggregation Operators

Typical aggregation operators (count, sum, average, min and max) are supported. “Count” re-
turns the number of elements in a set/bag. “Min” find the minimum value in a set/bag while
“Max” finds the maximum value.“Average” computes the average of values in a set/bag. “Sum”
gets the total of the values in a set/bag.

B.2.4 Various Operators

• Rank: This operator takes a set/bag of blocks as input and orders it by applying a ranking
function. This ranking function is different from traditional web ranking functions, be-
cause it should take into account the temporal dimension and the block-based structure.
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• Order By: This operator is used to sort items in the subset by a specific attribute.

• Distinct: This operator eliminates the duplicates in a bag and returns a set.

• Collapse/Expand: COLLAPSE, also referred in literature as coalesce, combines the tu-
ples, which have the same non-temporal values and consecutive or overlapping validities,
into one tuple with validity that is the union of the constituent validities.

EXPAND expands a tuple into several tuples by splitting its validity into consecutive va-
lidities in a given scale. In our approach this scale can be following keywords: YEAR,
MONTH, DAY. These operators can be combined with IN period to limit the range. In
Figure B.1, EXPAND BY YEAR IN [2001,2004) returns the first three tuples.

Figure B.1: Collapse/Expand
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